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Abstract

This paper investigates QoS routing in IP networks. The major concern is to select
paths to fulfill end-to-end delay or minimum bandwidth requirements. Novel algorithms are
developed to tackle routing with incomplete information, when link measures are subject
to random fluctuations described by some given p.d.f.-s. The new algorithms are based on
either assuming Gaussian link delay distribution or using large deviation theory to find the
most likely path. The proposed methods are capable of QoS routing in polynomial time.
Keywords: QoS routing, incomplete information, Bellman Ford algorithm, Chernoff bound.

1 Introduction

One of the major challenges in TP networking is to ensure QoS routing, which selects paths to
fulfill end-to-end delay or bandwidth requirements [1, 2, 11] as opposed to traditional shortest
path routing. Because of the manifold optimization criteria, QoS routing can prove to be much
harder than the problem of finding optimal paths based on merely the hop count [14]. OSPF
and PNNI routing protocols offer two (or many) levels, where routing can be performed in a
hierarchical manner [13]. Subnetworks on a given level of the hierarchy are abstracted as "nodes”
for a higher layer and delay information in those subnetworks are aggregated into an average
QoS parameter. On the other hand, randomly fluctuating traffic load on links can also result in
random delays. Thus link delays are periodically advertised when the delay surpasses a given
threshold (e.g. in PNNI and QOSPF standards, see [10, 13]). These thresholds are defined
in advance. This prompts us to take delays into account as random variables characterized by
their probability distribution functions over the interval between two reported thresholds [4, 15].
The distribution of these thresholds (and therefore the length of the intervals over which the
link delay is not fully characterized) can be equidistant or non-equidistant. In practice non-
equidistant thresholds are used, since in this case the impact on network utilization by sending
only signaling information (part of the available bandwidth is used for carrying information
about link delays) is minimized.

The phenomena described above give rise to the task of routing with incomplete information.
Namely, how to select paths to fulfill end-to-end delay requirements in the lack of the exact values
of link delays [4, 15, 16]. Routing is then perceived as an optimization problem to search over
different quality paths, where the quality of a path is determined by the probability of meeting
the end-to-end QoS requirement [3, 4]. Unfortunately, routing with incomplete information in
general cannot be reduced to the well-known Shortest Path Routing (SPR), thus it cannot be
solved in polynomial time.

In this paper, novel solutions will be presented to the problem of QoS routing with incomplete
information. These new methods are capable of finding an optimal path in polynomial time.
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The methods are tested by extensive simulations and the results are discussed in the following
structure:

e In Section 2 the underlying model is introduced and a brief summary of notations and
some initial results are given.

e In Section 3 new QoS routing algorithms are proposed based on either assuming link
delays subject to Gaussian distribution or using large deviation theory. The polynomial
complexities of these algorithms are proven.

e In Section 4 a detailed numerical analysis is given where the performances of the algorithms
are tested by extensive simulations.

2 Routing with incomplete information - the model

To model the routing problem let us assume that the following quantities are given:

e there is graph G(V, E) representing the network topology, where nodes are denoted by
index u € V' and links referred to as node pairs (u,v) € E ;

e cach link (u,v) € F has a QoS descriptor d(,,) which is assumed to be a random variable
subject to a probability distribution function Fy, ,)(t) = P (((5(%,}) < t);

e we assume link independence, i.e. the link delays are supposed to be independent random
variables;

e random variable d(, ,) is referred to as "bottleneck measure” if the smallest link measure
contained in the path determine the quality of the path (6(%@) is a ”"bandwidth-like”
variable);

e random variable d(,,) is referred to as "additive measure” if the sum of link measures
contained in the path determine the quality of the path (d(,,) is a "delay-like” variable);

e there is an end-to-end QoS criterion (e.g. ming, ,)eg (u,p) > W for some W in the case of
bandwidth requirement or }_, ,)eg O(u,p) < T" for some T" in the case of end-to-end delay
requirement).

The objective is to find an optimal path R which most likely fulfills the given QoS criterion,
namely:

: i >
R m}gxP ((ﬂigz{ Ouw) = W) (1)

in the case of a bottleneck measure or

R: mI%,XP (( Z (5(%1}) < T) (2)

in the case of an additive measure.

The path R, introduced above, will be referred to as the Most Likely Path (MLP). In the case of
additive routing we will refer to this problem as Additive Routing with Incomplete Information
(ARII).

It is well known that Shortest Path Routing (SPR) can be solved in polynomial complexity
by Dijsktra or Bellman-Ford algorithms. Therefore, mapping an MLP problem into an SPR is
equivalent with proving that MLP can be solved in polynomial time. The corresponding link
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measure on which basis the SPR. algorithm selects the shortest path is, in general, denoted by
Kk(u,v), (u,v) € E. As a result, our aim throughout the paper is to prove that under certain cir-
cumstances the search for MLP can be done by an SPR algorithm and to find the corresponding
K.

The following lemma establishes that a bottleneck measure MLP can easily be solved by using
traditional SPR algorithms.

Lemma 1: B
The solution of R: maxgr P (min(u’v)eR Ouw) = W) is equivalent to solving a traditional short-

est path problem with the metric assigned to link (u,v) being iy ) = —log P (5(1“,) > W)

Proof:
We seek the path

R P i >
R max <(u12)1161R O(uw) = W> ,

which is equivalent to

R: m}%xP( ﬂ O(uv) = W) .

(u,v)ER

Since P (ﬂ(u,v)eR O(uw) = W) = lwuwer P (6(%@) > W), one can write

R: ml%n Z —log P (5(%”) > W) .
(u,v)ER

Therefore assigning measure  to link (u,v) as K(uw) = —log P (6(%@) > W) MLP routing can
indeed be solved by SPR.
Q.E.D.

Based on this lemma, seeking an MLP with respect to bandwidth requirement becomes a rela-
tively easy task.
If the link descriptor is delay, then QoS routing yields an intractable problem stated by the
following lemma:

Lemma 2 (Guerin at al):
The find a solution to ARII R: maxg P (E(u,v)eR diuw) < T) in general is NP hard.

The proof is based on the fact that the problem of R : P (Z(u,v)eR diuw) < T) > 7 (where
0 < 7 < 1 is some given threshold) is NP hard. For further details, see [4].

One way to make ARII tractable is to reduce it to the bandwidth problem. This gives rise to
"rate based” routing algorithms [4]. In practice, under certain scheduling scenarios (such as
Weighted Fair Queuing Scheduler, Rate Controlled Earliest Deadline First schedulers), end-to-
end delay on route R can be approximated as

Qp
ﬂ&z;+§:mw (3)
(u,w)ER

Here a;, depends on the flow’s burst and the maximal packet size, whereas r(, ,) is a static link
propagation delay and w is the minimal bandwidth which can be guaranteed to the flow. Thus,
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in this case ARII reduces to the following problem of finding R : maxg P(d(R) < T).
Unfortunately, this problem is still NP hard as shown in [4]. But assuming that r(,,) can take
their values from a discrete set and the link descriptor is the available bandwidth and by setting
T = Y (uw)eR T(up), the problem can still be solved by SPR, as was shown in [4]. In this way,
rate based routing can still be performed in polynomial time.

Unfortunately, rate based bounds are rather crude, thus the method above yields only suboptimal
solutions.

3 Novel algorithms for additive routing with incomplete infor-
mation

In this section we demonstrate that ARII can be solved in polynomial time under certain as-
sumptions. Let us suppose that links in each time instant (this time instant is set up by the
network operator) advertise their delay to the nodes, in the following fashion:

e The delay axis (the set of possible values of the link delays) is covered with a grid A =
{ti,i=1,....Z}.

e At each time instant link (u,v) advertises the last ¢; value, its link delay have exceeded,
which implies that d(, ) € (i, tit1)-

On these premises we can derive new algorithms which can find an MLP in polynomial time.

3.1 Solving ARII under Gaussian hypothesis

Based on the description above, we assume that the concrete delay is unknown in the interval
O(uw) € (t;,tir1), after advertising that the link delay has surpassed level ¢;,. This prompts us
to regard d(, ) as a Gaussian random variable, which has normal distribution over the interval
(t;,ti+1)- Despite the fact that a Gaussian distribution is defined over an infinitely long interval,
one can fit a Gaussian distribution ®(m, &) over a finite interval with an e error by solving the
following approximation task:

t; t; tiv1 1 @-m)?

m::7l+1+land&:/ ——e 22 dr=1—¢ (4)
2 t;  oV2T

Furthermore, let us tentatively assume that grid A is equidistant, meaning that | t;11 —¢; | is

constant for all 2. ARII can then be solved by SPR in polynomial time according the following

theorem:

Theorem 1:

, (@=m)?
If grid A is equidistant and one defines parameters m, ,y = (ti+tiy1)/2 and & : ttil“ ﬁe 202 dx =

1 — € then ARII reduces to an SPR with the link metric k() = My ). Therefore, QoS routing
with incomplete information can be performed by the BF algorithm with O(| V |3) complexity.

Proof:

The uncertainty of delay on link [, d(, ) € (ti,?i+1), is captured by a Gaussian distribution with
expected value m, ,) and variance o defined by solving the approximation problem in (4). Note
that the variance is uniform on each link, owing to the equidistant nature of the grid. Since
d(u,) is assumed to be a Gaussian variable, the overall path delay d(R) = > (uw)eRr A(u,v) 18 also
Gaussian with expected value m = E(W})e R M(uyp) and with variance Vv/no (in the case of an
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n-hop path). This is due to the fact that link delays are assumed to be independent random
variables and the convolution of Gaussian distributions is also Gaussian. Then

—Zwmw"mm>
Vn)o ’

where ®(z) = [ \/LQ—We_“W 2du is the standard Gaussian distribution function. From this it is

D
P(R)<T)=a ( (5)

clear that

R: m}gxP (( Z Suw) < T)

u,v)ER

reduces to

R: m}%n Z M (u,0)

which is an SPR with metric m(, , assigned to link (u,v).

One must note that n in the denominator in expression (5) denotes the number of hops of the
path. Therefore, this algorithm is only of use in the case of n hop routing. But performing
the corresponding BF algorithm for each possible hop number, one can obtain R(n) for each
n=1,...,| V| —=1. Then the probability

D-% uw)eR(n) M uw)
Pl Y duy <T =¢< N ’
(u,w)ER(n) \/(n)a

can be compared and the best path can be selected. Thus the overall complexity is O(] V' |?)
which is due to the quadratic complexity of BF algorithm plus the n hop routing for each
n=1,..,|V]|-L1

Q.E.D.

Unfortunately, the result above only holds for the case of an equidistant grid where link delays
are advertised over uniform intervals. In practice, however, the grid is not equidistant (in the
case of larger link delays the thresholds are distributed in an exponential manner, meaning the
larger the link delay the less information is available on its value as the corresponding p.d.f. has
larger support). This implies that variance G, ,) corresponding to link (u,v) is not uniform any
longer but depends on the length of time interval (¢;,¢;11) expanded by the two consecutive grid
points over which the delay is reported. Therefore, finding an MLP is equivalent by solving the
following optimization problem:

R = argmaxp P(d(R) < T) = argmax p® (T 2(uwen m(u’v)> . (6)
Z(u,v)eR 0'(21“])
Unfortunately, one cannot derive an algorithm with polynomial complexity to minimize (6).
Therefore, further elaboration of the method is needed. In order to tackle QoS routing, we need
an extension of the Bellman Ford algorithm. Namely, we look for the optimal path Ry; from a
source node b € V to a destination node f € V in a graph. Assign a triplet to each node v € V'
as

QU = {Rb’ua MRy, » TRy, }a (7)

where mpg, = E(i,j)eva M j)> ORy, = E(i,j)eva O'(Zi,j). The quality of a path is measured by
the following quantity

(8)

r- u,v
P(d(va) < T) = P ( \/ Z(u,v)Eva 'r:'( , )) ‘

E(u,v)Gva O—(u’v)
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For short N(mg,,,0r,,) denotes the Gaussian distribution of the overall delay along the path
Ry, obtained by the convolution of the individual link delay distributions, given by (8).

"The General Normal Algorithm”:

Initialize the algorithm at the initial step by setting R,(0) := 0, mg,, (0) := 0 and og,,(0) := 0
(the values of mp,, (0) and og,, (0) are indifferent) in Q, for each v € V'\{b}.

Then perform the following steps for all v € V\{b} (which can be carried out parallel in every
node).

1. Assume that we are in step k. Send the elements of @, (k) to all the neighboring nodes
w the set of which is denoted by A, = {w : (v,w) € E}. (As each node acts in the same
manner, the elements of Q,, (w € A,) are available at node v.)

2. Introduce a A} as A} := A, and two auxiliary variables: p := 1 and z := v.

3. Choose a w € Al and overwrite A} as A! := A \{w}. If R,, # 0 or w = b then

T—me(k)—mw,v
pacc:1_¢( - ( ))

where m, ,,) and o, ,,) are the parameters of the {v,w} link. If poec < p then p := pgec
and z := w.

4. Repeat the step 4 until A] = 0.

5. If z #wvand p < 1—¢((T —mg,,(k))/or,, (k) then mpg, (k+ 1) := mp,, (k) + m(, ),
OR,, (k+1) = vh&) ) + 02,y and Ry, (k + 1) := Ryz (k) U{(2,0)}-

6. If Qu(k + 1) = Qu(k) for all v € V then STOP (the optimal path R will be Ryy), else
k:=k+1 and go to 2.

The proof of the convergence and the optimality of the algorithm given above boils down to
extending the Bellman Ford method to abstract algebraic structures like monoids. Since the
proof is quite involving we refer to [7, 5].

3.2 Finding an MLP by the Chernoff inequality

In this section, we develop QoS routing algorithm based on a large deviation approach which
cast the search for MLP as a tail estimation problem. Namely, the objective function

R: m}gxP( Z O(u,) <T)
(u,v)ER
can be rewritten into
R:m}%nP(Z O(u,) >T) 9)
(u,v)ER
which can give rise to the use of well-known statistical inequalities used for estimating the tail

of the aggregated delay of a path.

Theorem 2:
Using the log moment generating function p,.)(s) = logE (686(“’“)) = log [°%, fuw)(s)e*Ydy,
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ARII can be reduced to SPR with link metric ki, ) := fi(u,0)(8), where 5 : inf; E(u,v)el% [(uw)(8) —
sT.

Proof:

As was mentioned before, selecting a path, which maximizes the probability P(Z(u,v)E R Auw) <
T') is equivalent to selecting a path which minimizes P (E(u,v)e R A(uw) > T). The latter proba-
bility, however, can be upperbounded by using the Chernoff bound

P( Y Sy >T) < etrl)=sT (10)
(u,v)ER

where pp(s) is the log-moment generating function of the aggregated delay, given as ug(s) =
Z(u,v)eR ,U(u,v)(s). Therefore,

R : min ez(u,v)ER B(u,w)(8)—sT
R

yields

R: m}%n Z H(uw)(8)-
(u,w)ER

This last problem is an SPR with metric fu(, 4)(s)-

Q.E.D.

We term the method based on the Chernoff inequality with a given ”s” as ”Simple Chernoff
Algorithm”. One must note that we minimize a bound instead of the true objective function.
Thus, the path found by this method can only be asymptotically optimal. More precisely, since

P( Y dpyy <T)>1—errle)=sT
(u,w)ER

one can state that the QoS requirement is met at least with probability 1 —e where € = etr(s)=sT

Thus this method can quantify the likelihood of satisfying the given QoS parameters, therefore
may still prove to be useful from engineering point of view.

The other problem regarding the method is to find the proper value of s which yields the tightest
bound. As was seen 5 depends on the path itself. Therefore, choosing an arbitrary s; and car-
rying out the corresponding BF algorithm, it may yield a false result (with another s, a totally
different path can be found which might yield a better result. This gives rise to the following
algorithm which term ”exhaustive-s” algorithm:

Exhaustive-s algorithm:

1. Define a grid on the set of possible values of s denoted by § = {s;, s;, >0,i=1,..., M}.
2. Pickans; € S
3. Perform SPR by the BF algorithm with link measures p(, ,)(s;) := logEl (esi‘s(“,v)).

4. Based on the selected path R; determine

d u,v
Y “(T)(S) =T (11)
- s
(uw)ER;
and calculate the bound

Bi . ez("’”)eéi .u(u,v)(gi)fgiT (12)
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5. Find the path which belongs to minimal bound

R_] . Z(u,v)eéi U(u,v)(gi)_giT (13)

: mine
R;

It is obvious that the complexity of this algorithm is O(M | V' |?) which can be overwhelming if
M is large. Furthermore, since parameter s can take any positive value but grid S is finite, we
may have missed the best path by simply ignoring some of the s parameters not being contained
by grid S.

The numerical complexity of the algorithm can be relaxed by assuming again an equidistant
grid of delays A as we did initially. Let us suppose that over each interval (¢;,¢;11) the delay
follows the same discrete p.d.f. given as

P 8wy = 0up) +mA) = P, (14)
wherem = —M,-M+1,...—1,0,1,... M =1, M, a(, ) = ti+;i+1 denoting the integer associated
with link (u,v) € E, which indicates that d(, ) € (t;,t;11) and A := “555 . Then py,, ) is given
as

m=—M

M
() (S) = log ( Z Pmes(mAJra(u,v))) ) (15)

which yields

Ho(u,w) (S) = 8Q(yw) + N(S) (16)

where

M
w(s) :=log ( Z PmesmA> (17)

is a link independent general logarithmic moment generation function. Based on this assumption,
the following lemma can be stated:

Lemma 3:
For the QoS of a given path R the sharpest bound can be obtained as:

P ( Z 5(u,'u) > T) S eE(u,y)gRM(u,v)(g)—§T, (18)
(uw)ER
where
/1'/71 T _ E - a |
5= ( (uw)ER G(u U)). N

| R |

In the expression above u/~!(x) is the inverse of the derivative of the link independent
logarithmic moment generating function u(s) and | R | indicates the number of hops in path R.

Proof:
To obtain the sharpest bound we have to optimize s as follows:

§: i1;1f Z H(u,w)(s) — sT.
(u,w)ER

23/8



This can be achieved by differentiation (see [6, 8]), yielding
d
it Y M) g
s ds
(u,w)ER

Taking into account that i, ,)(s) = sa(y,y) + p(s) and performing the differentiation, one can
obtain

Z Ml(g):T_ Z A(uw)>

(u,v)ER (u,w)ER
which indeed yields

u,_l (T - E(u,v)ER a(“:”))
| 1|

S =
Q.E.D.

Based on the lemma above one can easily calculate the s which belong to path R. To illustrate
this dependence, we will use the notation §(R) in the forthcoming discussion.

Due to the easy optimization of s according to Lemma 3, another method can be proposed
to find an MLP, which we term as ”Recursive Path Finder - s Finder Algorithm”. The name
originates from the fact that with a given s we find an optimal path R(s) then for this path we
determine 3(R) and search for a new path ...etc.

The Recursive Path Finder - s Finder Algorithm:
Pick a positive s and carry out the following steps recursively:

1. Associate measure fi(,,)(s) to each link (u,v) € E.

2. Perform the BF algorithm to find the optimal path R(s) for parameter s.

‘ulil (TﬁE(u,v)GR a(“a”))

3. For the obtained R determine § by expression § = 7]

4. Go back to Step 1 and perform BF algorithm again by using 3.

From the algorithm above it is clear that in each step either the quality of the path is improved
(for a given s we find an optimal R) or the quality of the bound is improved (for a given path
we find an optimal §). Therefore, by carrying out the algorithm recursively, we always improve
the solution. The algorithm will settle in a fix point if the following equation holds :

R(3) = R(s), (20)

meaning that for a given s the optimal path R remains the same as the path provided by the BF
algorithm which is run again with the optimized 3(R). We must remark that this algorithm was
only tested by simulation, the theoretical proof of the existence and uniqueness of such steady

state remains to be the task of future work.

The method given above relies on the fact that the optimal § can be calculated for a given path
R relatively simply. This can be done easily if the log moment generating function of link delays
can be given as fi(y,)(8) = sa(y.) + p(s) where u(s) is the link independent part (see (17)),
which assumes equidistant grid A. In the case of non-equidistant grid a further generalization
of the algorithm is needed, which is summarized in the next algorithm:

The ”General MLP Selection Algorithm by Chernoff Inequality”:
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For each node (u,v) € E the logarithmic moment generating function of link delay fi(, ) (s) is
given (which is a general function and not necessarily be given in the form of (16)). Let us
assume that we would like to find a path from node b to node f. Furthermore, we are at stage
k of having a k-hop subpath R(k) starting from node b and ending with m and the task is find
out which node to connect next. Let the set of neighboring nodes to node n be denoted by Vi,.
Then carry out the following steps, recursively.

1. Determine sy, : ming 3=, ) e r(k) H(u,w)(5) + H(mn)(s) — T for each n € V;;,.
2. Select node 4 for which ¢ = argmin, >, v)e r(k) H(u,0) (5n) + Li(m,n) (5n) — $n T
3. Extend the path as R(k + 1) = R(k) U{(m, %)} and go back to Step 1.

Theorem 3:
An MLP can be selected in polynomial time by using the ”General MLP Selection Algorithm by
Chernoff Inequality”.

Proof :
The proof here is based on again extending the BF algorithm to monoids [7, 5]. The key notion in
the proof is to ascertain the underlying optimality principle, given as follows: k(R(k)) < k(R(k+
1)). Or more precisely x(R(k)) < s(R(k)U{(m,i)}), where K(R) = > v)cr Huw) () — §T
and § : ming 32, ,)ep Huw)(s) — sT. For this we have to prove that ming Y, ,)er Huw) () —
8T < ming Y-y e R Huw) (8) + H(mm)(s) — 3T Vn € V. This can be pointed out rather
straightforwardly by using the fact that the logarithmic moment generating function p(s) of a
positive random variable (link delay) is always positive. Therefore adding an additional term
[i(m,n)(8) > 0 to the expression 3, y)c g H(u,v)(8) — ST it will hold that
Y b)) =T < D by (3) + timony (s) — 5T Vs >0,

(u,v)ER (u,v)ER
which implies that

msin Z H(uw) (§) — 8T < Hlsln Z H(u,w) (§) + H(m,n) (S) — 5T

(u,v)ER (u,v)ER

The rest of the proof is done similarly to the case of ”General Normal Algorithm” and the
interested reader can find it in [5].

4 Performance analysis and simulation results

In this section the performances of the newly developed QoS routing algorithms are analyzed by
extensive simulations. In order to compare the algorithms we introduced a performance measure
for the paths starting from node b and ending at node f denoted by 7n(b, f). This is defined as
the ratio of the probability of the path (found by a given algorithm) fulfilling the end-to-end QoS
criterion and the probability of the path (found by exhaustive search) fulfilling the end-to-end
QoS criterion, given as follows :

P ) T
(Z(“’”)eRfound by a given algorithm (ww) < >
P (Z(u,v) 6(u,v) < T)

However, one can calculate n(b, f) for a whole graph (i.e., for each possible starting node b and
for each possible ending node f € F), yielding the following performance function n(7T'):

Ebev ZfeV P <E(u,v)eR(b,f)

Ybev 2pev P <E(u,v)eR(b,f)

n(b, f) := (21)

“Bfound by exhaustive search

<T
found by a given algorithm )

n(T) : (22)

<T
found by exhaustive search )
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In the case of a given graph this measure only depends on the value of the actual end-to-end
QoS requirement. The closer this function approximates the value 1, the better the performance
of the corresponding routing algorithm is. In order to quantify this approximation error we
introduce the following quantity:

1 D

=5 Tzo(l__n(zj)quz (23)

X:
where D : P (E(U’U)GR O(u,v) < D) = 1. It is easy to see that the better the method is, the
closer the value of x falls to 0.

Figure 1, depicts the test network (which has a similar topology to a Local Exchange Network
network), we used to simulate the performance of the different routing algorithms.
Figure 2 depicts 1(T) in the case of assuming normally distributed link delays and when routing

& simulstion.net - QosRouting =101 x|
Fle Metwork Ede fhow Parameters Poths Performarce Remits View Helo

SO R @ADL A4TT Y

Figure 1.: The topology of the test network

is carried out by the Simple Normal and General Normal algorithms, respectively.
On can see the performance of each method is very high since the efficiency never goes bellow

nnnnn

f the sum of the probabilities

ne sum
|
| T

—#—General Normal Algorithm

ggggg

o M / —e—simple Normal Algorithm

delay requirement

Figure 2.: The performance as a function of end-to-end delay requirement in the case of Simple
Normal and General Normal Algorithms

0.999. On Figure 3, one can see the averaged quadratic errors achieved by the ”Simple Normal”
and ” General Normal” algorithms.

As was expected the " General Normal Algorithm yields better performance than the Simple
Normal Algorithm which is due to the fact that the latter one cannot take into consideration
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Figure 3.: The overall Quadratic error of the Simple Normal and General Normal Algorithms

variable size time intervals.

Figure 4 shows n(T') in the case of assuming Bernoulli distributed link delays and when routing

is carried out by the Simple Chernoff algorithm with variable parameters s = 1.5,2,5, 10.
Based on the corresponding x parameters, Figure 5 demonstrates that s = 1.5 yields a consid-

1.01

—&— Chernoff (s=1.5)

—— Chernoff (s=2)
Chernoff (s =5)
—»— Chernoff (s = 10)

quotient of the sum of probabilities and the sum of optimal values

0.95 —

0.94

- T T T T T T T T T T T T T T T T T T
0 051 15 2 25 3 35 4 45 5 55 6 65 7 75 8 85 9 95 10 11 12 13

delay requirement

Figure 4.: The performance as a function of end-to-end delay requirement in the case of the
Simple Chernoff Algorithm with given ”s” parameters

erably better path than s =5 or s = 10.

This reveals the sensitivity of routing performance with respect to s. Figure 6 shows 7(7T) in the
case of "Exhaustive-s”, ”Recursive Path Finder - s Finder” and ” General Chernoff” algorithms,
respectively, while Figure 7 exhibits the corresponding quadratic errors.

As can be seen ”The General Chernoff Algorithm” yields the best performance amontge the
CHrnoff type methods due to the fact that it can be used in the case of non-equidistant delay
grid, as well.

In order to obtain more general numerical results, we run the routing algorithms not only on
one particular graph, but on a set of graphs (denoted by G) with 10 nodes, but the links and
the corresponding delays were generated randomly . Consequently, we introduced the following
”ensemble” performance measures 7,(7") and x., given as follows:

P T
T D grapheg 2beV 2o fev (Z(u,u)eR(b,f)found by a given algorithm duw) < ) .
2 grapheg 2obev 2 fev P (Z(u,u)eR(b,f) Suw) < T)

found by exhaustive search
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Figure 5.: The overall quadratic error of the Simple Chernoff Algortihm with given ”s” param-
eters
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General Chernoff Algorithm
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randomly generated networks

Figure 6.: The performance over a randomly generated ensemble as a function of end-to-end
delay requirement in the case of Recursive path finder - s finder, Ezhaustive - s and General

Chernoff Algorithms
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Figure 7.: The overall quadratic error over a randomly generated graph ensemble in the case of
Recursive path finder - s finder, Exhaustive - s and General Chernoff Algorithms
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Figure 8 shows 7.(7T") achieved by the ”Simple Normal” and ”General Normal” algorithms,
respectively, while Figure 9 exhibits the corresponding quadratic errors.
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0.99

VAN Y Wy
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|

0.98

quotient of the probabilities

0.975

—— Simple Normal Algorithm

General Normal Algorithm

randomly generated networks

0.97 AT T T T T T T T
YOO O D P ® DAY S

Figure 8.: The performance over a randomly generated ensemble as a function of end-to-end de-
lay requirement in the case of Simple Normal, General Normal and Simple Chernoff Algorithms
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Figure 9.: The overall quadratic error over a randomly generated graph ensemble in the case of
Simple Normal, General Normal and Simple Chernoff Algorithms

One can see that again the ” General Normal Algorithm” proves to be the best. Figure 10 and
11 summarizes the performance curves and the quadratic errors of the Chernoff type methods
over the randomly generated graph ensemble.

Again the ” General Chernoff Algorithm” proves to the best amont the Chernoff type methods
over the randomly generated graph ensemble.

Based on the simulation results we can rank the developed algorithms with respect to their

performances as follows:

1. ”"General Normal Algorithm”

2. 7Simple Normal Algorithm”
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Figure 10.: The performance as a function of end-to-end delay requirement in the case of Re-
cursive path finder - s finder, Exhaustive - s and General Chernoff Algorithms
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Figure 11.: The overall quadratic error of the Recursive path finder - s finder, Ezhaustive - s
and General Chernoff Algorithms
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3. 7General Chernoff Algorithm”
4. "Recursive Path Finder - s Finder Algorithm”
5. ”Exhaustive-s Algorithm”

Therefore, either the ”General Normal Algorithm” (the best performance but a bit higher nu-
merical complexity) or the ”Simple Normal Algorithm” ( a slight decrease in performance but
smaller numerical complexity) is recommended for practical applications.

5 Conclusions

New algorithms were proposed in the paper to carry out QoS routing with incomplete informa-
tion. The proposed algorithms are capable of carrying out routing in polynomial time. Based
on the theoretical and numerical analysis the best method is the General Normal algorithm,
however, methods based on the Chernoff inequality also provide good performance.
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