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Abstract—Spanning trees are a basic and important network design tool, which constitutes an efficient infrastructure for broadcasting and routing protocols. The number of shortest-paths covered by a spanning tree is a metric of major importance for evaluating the "quality" of the tree. However, typically, demanding that the connection would be precisely through a shortest path is essential only for a few source-destination pairs with strict communication requirements (critical-demands). Accordingly, we define the covering effectiveness of a spanning tree as the proportion of critical demands whose paths in the spanning tree are indeed shortest in the network. We provide a rigorous study of this novel metric and classify several optimization problems. Specifically, we are interested in scenarios where the critical-demands originate at a few selected nodes. According to the tractability of the considered problems, we derive either optimal or heuristic solutions for finding a spanning tree with maximum covering effectiveness. Then, through extensive simulations, we demonstrate the effectiveness of our solutions. Most notably, we indicate that the quite common approach, in which a (spanning) shortest-paths tree from a single source node is selected, is often unsuitable for the scenario where critical-demands are associated with more than one pair of nodes.

I. INTRODUCTION

A spanning tree is a well-known network design tool for providing connectivity to all nodes with a minimum number of links. Indeed, spanning trees are often employed in various networking environments, e.g. LANs [1], wireless [2] and optical networks [3], for several purposes such as broadcast, loop avoidance and compact routing.

The provision of Quality of Service (QoS) is an issue of major importance in the context of routing through a spanning tree. Accordingly, the selection of an efficient spanning tree has been widely studied in the context of weighted (additive) metrics. When efficient communication to a single "central" node is sought, an optimal solution is provided by a Shortest-Path (spanning) Tree (SPT) rooted at that node, and standard shortest path algorithms, e.g. Dijkstra or Bellman-Ford, provide such a solution. Another example is selecting an optimal spanning tree in terms of the overall weight of its links, i.e., a Minimum Spanning Tree (MST) [4]. Note that an MST does not provide any guarantee in terms of the quality (weight) of any of its paths. A compromise between these approaches has been considered in [5], which focuses on the creation of a spanning tree that balances between two approximation ratios, namely to the quality of minimum spanning tree and to that of the shortest path tree.

However, quite often efficient communication is sought to more than one “central” node. In this case, an SPT solution (rooted at any of the “central” nodes) would often fall short of providing efficient paths to the other “central” nodes. Generally, for the multiple “central” nodes case, the restriction to route through the paths of a unique tree affects the quality of the routing paths. Accordingly, spanners have been proposed as an efficient compromise between routing over a single spanning tree and employing per-destination shortest path routing. Specifically, a spanner is a spanning tree in which the cost of a path between any two nodes is at most $k$ times worse than the shortest path between these nodes in the network [6], where the parameter $k$ is called stretch. Several variants of this problem have been widely studied, e.g., the worst case [6], average case [7] and additive case [8] variants. In most of these cases, the problem has been shown to be NP-hard while approximation solutions exist for several problem variants [9]. However, the spanner approach typically evaluates the approximation to the optimal routing in terms of the total (aggregate) weight of all source-destination pairs in the network without providing any guarantee on selecting the shortest path of any source-destination pair. Yet, there are important scenarios in which one should focus only on a (possibly small) subset out of all possible source-destination pairs, while, on the other hand, due to strict QoS requirements, it is essential to insist on shortest path routing for members of this selected subset. For example, a real-time service requiring that the connection would be establish through a minimum-hop path.

Accordingly, we introduce an alternative metric, termed covering effectiveness, which quantifies the number of considered source-destination pairs that are connected by shortest paths in the selected spanning tree. We aim to provide zero stretch for a maximum number of required connections, in contrast to the spanner approach, where the goal is to provide decent service to every customer. To the best of our knowledge, the covering effectiveness problem has not been investigated previously. This
The effectiveness of the MST depicted in Fig. 1b results in a poor covering of nodes represented by nodes 1 and 5 due to symmetry, the SPT from the controller in node 5 also leads to the same result. Finally, the tree depicted in Fig. 1d provides the optimal covering effectiveness of 1 by covering all the required demands.

To summarize, this study aims to provide a generic framework for evaluating routing through a spanning tree and it differs from previous studies in two major aspects. First, we do not consider neither a single “central” node nor all possible source-destination pairs, but rather focus on a subset of critical demands; second, for each critical demand, we aim at establishing a connection precisely through a path that is shortest.

The remainder of the paper is organized as follows. Section II formalizes the problem of employing a spanning tree that connects a maximum number of critical demands through shortest paths. In Section III, we classify several variants of the problem and establish their tractability. Specifically, we present a polynomial algorithmic scheme for two special cases, namely for a fixed number of critical demands (Section III-A) and for critical demands from two central nodes to all other nodes (Section III-B). We then establish that the problem is in general NP-hard (Section III-C). Consequently, in Section IV, we propose three heuristic approaches, the first based on a greedy method (Section IV-A), the second on shortest path trees (Section IV-B), and the third on Kruskal’s algorithm (Section IV-C). We then establish upper bounds on the maximum number of demands that can be covered by a single tree (Section IV-D). Through extensive simulations, in Section V, we demonstrate the effect of several parameters, e.g. network density and number of demands, on the covering effectiveness metric and the efficiency of the proposed heuristics. Furthermore, we demonstrate the weakness of the quite common shortest path spanning tree approach in addressing the considered problem. Due to space limits, some proofs and details are omitted from this version and can be found (online) in [18].

II. Problem Formulation

A network is represented by an undirected graph $G(V, E)$, where $V$ is the set of nodes and $E$ is the set of links. We denote the size of these sets by $n = |V|$ and $m = |E|$, respectively.
Each link \( e \in E \) is associated with a positive weight \( w_e \in \mathbb{R}^+ \) that represents an additive QoS target such as delay, cost, jitter, etc. In the unweighted case \( w_e = 1 \) on each link.

A path is a finite sequence of nodes \( \pi = \{v_0,v_1,\ldots,v_h\} \) such that \((v_i,v_{i+1}) \in E \) (\( 0 \leq i \leq h - 1 \)). Alternatively, a path can be represented by the sequence of its links. The length of a path \( \pi \) is the number of its links and is denoted by \( |\pi| \).

A path is simple if all of its nodes are distinct. The weight of path \( \pi \) is denoted by \( w(\pi) \) and is defined as the sum of the weight of its links, i.e., \( w(\pi) = \sum_{e \in \pi} w_e \). A shortest path between two nodes \( s,t \in V \) is a path with minimum weight.

Let \( G'(V,E') \) be a subgraph of \( G \). Note that between two nodes in the network several shortest paths might exist. Accordingly, the set of shortest paths between \( s \) and \( t \) in \( G' \) is denoted by \( \Pi_{G'}(s,t) \) or \( \Pi'(s,t) \). The set of all shortest paths links in \( \Pi_{G'}(s,t) \), i.e. \( \bigcup_{\pi \in \Pi_{G'}(s,t)} \pi \), is denoted by \( \Lambda_{G'}(s,t) \). In all cases, we will omit the subscript when \( G' \) is identical to \( G \). A member of \( \Pi_{G'}(s,t) \) will be usually denoted by \( \pi_{G'}(s,t) \). The common weight of paths in \( \Pi_{G'}(s,t) \) is denoted by \( l_{G'}(s,t) \).

Note that, in the unweighted case, \( l_{G'}(s,t) \) denotes the length (that is, the number of links) of a shortest path between \( s \) and \( t \) in \( G' \).

A tree is an undirected graph in which any two nodes are connected by exactly one simple path. A spanning tree \( T \) of \( G(V,E) \) is a tree that is a subgraph of \( G \) composed of all network nodes \( V \) and some of the links in \( E \). Furthermore, we will also use the abbreviation \( T \) for specifying the spanning tree link set. Given a node \( v \in V \), a shortest path tree rooted at \( s \) is a spanning tree \( T \) of \( G \) such that \( l_{T}(s,v) = l_{G}(s,v) \) for every \( v \in V \), that is, the unique path in \( T \) between \( s \) and any other node \( v \) is a shortest path in \( G \). Note that such a tree can be determined in polynomial time by using a shortest path algorithm, e.g., Dijkstra.

As explained, often we seek shortest paths between several specific pairs of nodes, giving rise to the following definition.

**Definition 2.1:** Given a network \( G(V,E) \), a critical demand \( \langle s,t \rangle \) represents a demand to communicate along a shortest path between the nodes \( s,t \in V \). Accordingly, the critical demands set \( D \) is defined as the set of all critical demands (out of the \( \binom{|V|}{2} \) pairs of nodes). The number of critical demands is denoted by \( |D| \).

For ease of presentation, the critical demands set is also represented by an undirected graph \( H(V,D) \), termed demand graph, where a link \( \langle s,t \rangle \in D \) constitutes a demand.

A critical demand \( \langle s,t \rangle \in D \) is covered by a tree \( T \) if \( l_T(s,t) = l_G(s,t) \); in other words, the unique path between \( s \) and \( t \) in \( T \) is a shortest path in \( G(V,E) \). The number of critical demands covered by a tree \( T \) is denoted by \( \theta_D(T) \). We omit the subscript \( D \) if the demand graph is complete.

**Definition 2.2:** The covering effectiveness of a tree \( T \) is denoted by \( \eta(T) \) and is defined as
\[
\eta(T) = \frac{\theta_D(T)}{|D|}.
\]

The goal of this study is to find a tree that covers a maximum number of critical demands, formally:

**Definition 2.3:** Single Tree Effectiveness problem (STE): Given a network \( G(V,E) \) with positive link weights \( w : E \to \mathbb{R}^+ \) and critical demands \( D \), find a spanning tree \( T \) that maximizes \( \eta(T) \).

For complexity analysis, we also define the following decision version of the problem. Given a network \( G(V,E) \) with positive link weights \( w : E \to \mathbb{R}^+ \), critical demands \( D \) and a positive integer \( k \). Is there a spanning tree \( T \) such that \( \theta_D(T) \geq k \)?

While there might be several shortest paths between any two nodes, we are interested in covering just one (any) of them. This freedom introduces some additional complexity and sometimes we might be interested in guaranteeing that the shortest path is unique (e.g., for uniformity when the algorithm is run at different nodes). This uniqueness can be achieved for example by introducing a "tie breaker" such as the nodes’ id's. Thus, we also study the particular instance of STE where \( |\Pi(s,t)| = 1 \), that is, the shortest path is unique for every demand \( \langle s,t \rangle \in D \), which we term the Unique Path Single Tree Effectiveness (UPSTE) problem.

For each of the two problems, STE and UPSTE, we consider the four cases, listed by increasing order of difficulty:

- The fixed number of demands case where \(|D|\) is bounded by a constant.
- The 2-to-all case where \( H \) is the union of two star-graphs.
- The all-to-all case where \( H \) is a complete graph, i.e. \(|D| = \binom{|V|}{2}\).
- The general case where \( H \) is an arbitrary graph.

We proceed to consider the tractability of the above problem variants.

## III. Analysis of the STE Problem

In this section, we study several variants of the STE problem. First, we consider the case of a fixed number of demands, which is proved to be strongly related to a well known open problem of finding node-disjoint shortest paths. This relation provides a polynomial-time algorithm for the special case where the network is planar. Then, we examine the 2-to-all problem variant and establish a polynomial-time algorithm. We show that the STE problem is NP-hard for all-to-all demands. Concerning the case of general demands, we prove that UPSTE, hence also STE, are NP-hard problems. Table I summarizes the main results of this section.

<table>
<thead>
<tr>
<th>Type of demands</th>
<th>STE</th>
<th>UPSTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed number of demands</td>
<td>Open, Equiv. to k-DSP, Thm. 3.1 ((P \text{ for planar graphs}))</td>
<td>(P), Sec. III-A</td>
</tr>
<tr>
<td>2-to-all demands</td>
<td>(P), Sec. III-B</td>
<td></td>
</tr>
<tr>
<td>All-to-all demands</td>
<td>NP-hard, Thm. 3.2</td>
<td>Open</td>
</tr>
<tr>
<td>General demands</td>
<td>NP-hard, Thm. 3.3</td>
<td></td>
</tr>
</tbody>
</table>

### A. Fixed Number of Demands

Consider first the UPSTE problem with a fixed (i.e., \(O(1)\)) number of demands \(|D| = d\). In this case, we can consider every possible subset of the demands and check if it can be...
covered by a single tree. To check whether a subset $D' \subseteq D$ of demands can be covered, we just have to consider the union of the unique paths $\pi \in \Pi(s,t)$ for $(s,t) \in D'$. Clearly, $D'$ can be covered by a single tree if and only if this link set does not contain a cycle. Note that there are $2^d$ possible choices for $D'$, hence, all of these subsets can be checked in polynomial time as $d$ is not part of the input.

Now, we show that the STE problem for a fixed number of demands is equivalent to a long-standing open problem, namely the $k$-Disjoint Shortest Paths ($k$-DSP) problem. Given a network $G(V,E)$, a weight function $w: E \rightarrow \mathbb{R}^+$ and a set $D$ of demands consisting of $k$ distinct pairs of nodes $(s_1,t_1), \ldots, (s_k,t_k)$, the $k$-DSP problem aims to find $k$ pairwise node-disjoint paths $\pi_1, \ldots, \pi_k$ such that $\pi_i \in \Pi_G(s_i, t_i)$ for $i=1, \ldots, k$. This problem is NP-complete when $k$ is part of the input, and can be solved in polynomial time for $k=2$ [19]. However, in case the network $G(V,E)$ is planar and $k$ is fixed then the problem becomes tractable [20]. Hence our reduction shows that the STE problem can be solved in polynomial time for a fixed number of demands and planar topologies.

**Theorem 3.1:** The STE problem for fixed number of demands and the k-DSP problem for fixed $k$ are polynomially equivalent.

**Proof:** First, we show that the $k$-DSP problem for a fixed $k$ is polynomially reducible to the STE problem for a fixed number of demands. Consider an instance $G(V,E)$ and $D = \{(s_1,t_1), \ldots, (s_k,t_k)\}$ of the k-DSP problem. Add a new node $v_0$ and links $(v_0,s_i)$ to the network with $w(v_0,s_i) = L$ for $i=1, \ldots, k$, where $L$ is large, say $L = |E| \cdot \max\{w(e) : e \in E\} + 1$. Let $G'(V', E')$ denote the extended network and $D' = D \cup \{(v_0,s_i) : i = 1, \ldots, k\}$. Now consider the STE problem on this new network $G'(V', E')$ and demand set $D'$. As the weights of the extra links are large, there is no shortest path from $s_i$ to $t_i$ through $v_0$ for $i = 1, \ldots, k$. Hence, there is a tree $T$ in $G'$ with $\theta(T) = |D'| = 2k$ if and only if there are $k$ pairwise node-disjoint paths $\pi_1, \ldots, \pi_k$ in the original network such that $\pi_i \in \Pi_G(s_i, t_i)$ for $i = 1, \ldots, k$.

Next we show that the STE problem for a fixed number of demands is polynomially reducible to the k-DSP problem for fixed $k$. Consider an instance $G(V,E)$ of the STE problem with a fixed number of demands $|D| = d$. It suffices to show that the problem of deciding whether a subset $D' \subseteq D$ of demands can be covered by a single tree is polynomially reducible to the k-DSP problem for fixed $k$. Indeed, in this case we can apply the reduction to each subsets $D'$ of $D$. As there are $2^d$ subsets of $D$ where $d$ is fixed, we get a polynomial reduction of the original problem.

Let $D' = \{(s_1,t_1), \ldots, (s_i,t_i)\}$ and assume temporarily that we have a tree $T$ covering each demand in $D'$. We may assume that every leaf $v$ of $T$ is one of the nodes $s_1, \ldots, s_i, t_1, \ldots, t_i$ as otherwise we could simply delete $v$ from $T$. Thus the number of leaves in $T$ is at most $2l$. We call a node $v$ of $T$ a demand node if $v \in \{s_1, \ldots, s_i, t_1, \ldots, t_i\}$, and a hub if $v$ is not a demand node and its degree in $T$ is at least $3$. The number of hub nodes is denoted by $h$, and it is at most the number of leaves, thus $h \leq 2l$. A path $\pi$ in $T$ is called branch if both of its end nodes are among the demand and hub nodes and $\pi$ does not contain a demand or a hub node as an intermediate node. Let $T'$ denote the tree obtained from $T$ by substituting its branches by a single link. In other words we merge every 2-degree node other than hubs and demands. We will call $T'$ the topology of $T$. Observe that $T'$ has at most $4l$ nodes.

By the above, the set of hub nodes in the network can be chosen in $\binom{n}{h} = O(n^{2l})$ possible ways. After a set of hub nodes is selected, the number of possible topologies with the given hubs is bounded by $4^{4l-2}l^{4l-2}$, the number of labelled trees on $4l$ nodes. Hence the number of possible topologies is $O(n^{2l}4^{4l-2}l^{4l-2})$, which is polynomial in $n$ as $l \leq d$ and $d$ is fixed.

Summing up the above, for a given subset $D' \subseteq D$ of demands with $|D'| = l$ we can check whether $D'$ can be covered by a single tree as follows: for each possible topology $T'$, we try to embed $T'$ into $G$ in such a way that each link of $T'$ corresponds to a shortest path in $G$ between the end nodes of $e$. Recall that these paths should be disjoint in order to obtain a tree $T$. That is, if the number of links in the topology $T'$ is $k$ then we have to solve a k-DSP problem in $G$ where each demand corresponds to a link in $T'$. Note that there are at most $4l-1$ links in the tree $T'$, i.e. $k \leq 4l-1$.

This approach requires solving polynomial number of instances of the k-DSP problem, thus concluding the proof. ■

**B. 2-to-all Demands Case**

When all demands share a common end-node $s$, a shortest path tree rooted at $s$ constitutes an optimal solution for the STE problem. Next, we extend this observation to the STE problem for 2-to-all demands with center nodes $s_1$ and $s_2$ and provide a polynomial algorithmic scheme for finding the optimal solution.

For simplicity, first we consider the critical demand set consisting of pairs $(s_i,v)$ for $i = 1, 2$ and $v \in V \setminus \{s_1,s_2\}$, that is, we are not interested in covering a shortest path between $s_1$ and $s_2$. Further, we will show how the algorithm can be modified to also include the demand $(s_1,s_2)$.

An arbitrary spanning tree $T$ determines a partition of $V \setminus \{s_1,s_2\}$ into three disjoint sets $A_T, B_T, C_T$ as follows:

- $v \in C_T$ if $T$ covers both $(s_1,v)$ and $(s_2,v)$,
- $v \in B_T$ if $T$ covers only one of $(s_1,v)$ or $(s_2,v)$,
- $v \in A_T$ if $T$ covers none of $(s_1,v)$ and $(s_2,v)$.

We will show that there exists a spanning tree for which $|C_T|$ is maximal among all possible spanning trees, and in addition $A_T = \emptyset$. Such a tree clearly maximizes $|B_T| + 2|C_T|$ and hence is optimal.

Consider an arbitrary spanning tree $T$. We first show that $C_T$ spans a connected subtree of $T$.

**Lemma 3.1:** $C_T$ induces a connected subgraph in $T$.

**Proof:** Let $u,v \in C_T$, and let $\pi_T(u,v)$ be the path in $T$ between them. We will show that any node $w \in \pi_T(u,v)$ is also in $C_T$. Let $z$ be the node in $\pi_T(u,v)$ closest to $s_1$ that is, for which $\pi_T(s_1,z)$ has the least number of links. Note that $z$ is uniquely determined. By symmetry, we may assume that $w$ is part of the segment between $u$ and $z$ of $\pi_T(u,v)$. Now the path $\pi_T(s_1,u)$ goes through $w$, and since $T$ covers $(s_1,u)$
it also covers \( \langle s_1, w \rangle \) (the subpath \( \pi_T(s_1, w) \) of the shortest path \( \pi_T(s_1, u) \) is also a shortest path between its end-nodes). A similar argument shows that \( T \) covers \( \langle s_2, w \rangle \).}

Now, we provide an upper bound on the size of \( C_T \). Let \( t_1, t_2 \in C_T \) denote the closest nodes to \( s_1 \) and \( s_2 \), respectively. Observe that for any node \( v \in C_T \), \( \pi_T(s_1, v) \) is a shortest path from \( s_1 \) to \( v \) through node \( t_i \) \( (i = 1, 2) \). We define the chain of \( T \) to be \( \pi_T(t_1, t_2) \), the path between \( t_1 \) and \( t_2 \) in \( T \). Given a node \( v \in V \backslash \{s_1, s_2\} \), let \( Z_v \) denote the set of nodes that can be reached both from \( s_1 \) and \( s_2 \) on a shortest path containing \( v \). We define the value of the chain as \( \sum_{v \in \pi_T(t_1, t_2)} |Z_v| \).

**Lemma 3.2:** The size of \( C_T \) is at most the value of the chain of \( T \), i.e. \( |C_T| \leq \sum_{v \in \pi_T(t_1, t_2)} |Z_v| \).

**Proof:** By Lemma 3.1, the node-set \( C_T \) can be partitioned into the sub-trees hanging on the nodes of the chain, and the size of sub-tree corresponding to node \( v \) is bounded by \( |Z_v| \) from above.

In order to show that the upper bound for \( |C_T| \) can be achieved, we will need the following lemma.

**Lemma 3.3:** \( Z_{v_1} \cap Z_{v_2} = \emptyset \) for any \( v_1, v_2 \in \pi_T(t_1, t_2) \).

**Proof:** Suppose that \( v_1, v_2 \in \pi_T(t_1, t_2) \) are distinct nodes on the chain such that \( z \in Z_{v_1} \cap Z_{v_2} \). We may assume that nodes \( t_1, v_1, v_2 \) and \( t_2 \) come in this order on the chain of \( T \). Recall that \( l(u, v) \) denotes the length of a shortest path between \( u \) and \( v \) in \( G \).

As \( z \in Z_{v_1} \cap Z_{v_2} \), we have \( l(s_1, v_1) + l(v_1, z) = l(s_1, v_2) + l(v_2, z) \) and \( l(s_2, v_2) + l(v_2, z) = l(s_2, v_1) + l(v_1, z) \). As \( v_1 \) and \( v_2 \) lie on the chain of \( T \), we have \( l(s_1, v_2) = l(s_1, v_1) + l(v_1, v_2) \) and \( l(s_2, v_1) = l(s_2, v_2) + l(v_2, v_1) \). By summing up the left- and right-hand sides of these equalities we get \( 2l(v_1, v_2) = 0 \), contradicting the positivity of the link weights.

**Lemma 3.3** suggests the following algorithm for finding an optimal spanning tree. Define a subgraph \( G'(V, E') \) of \( G \) in which an link \( uv \) is kept if and only if \( u \) can be reached from \( s_1 \) on a shortest path containing \( v \), and vice versa, \( v \) can be reached from \( s_2 \) on a shortest path containing \( u \). Observe that \( E' \) consists exactly of those links of \( G \) that may appear in the chain of a tree. Now assign the value \( |Z_v| \) to each node \( v \) in \( V \).

Note that a node \( u \) belongs to \( Z_v \) iff \( l(s_1, v) + l(v, u) = d(s_1, u) \) and \( l(s_2, v) + l(v, u) = d(s_2, u) \). Accordingly, an an All-Pairs Shortest Paths algorithm should be employed for ensuring these conditions. Moreover, orient all link \( uv \in E' \) from \( u \) to \( v \) if \( l(s_1, u) < l(s_1, v) \). The resulting node-weighted graph is acyclic, hence one can find a path maximizing the total weight of its nodes employing Program Evaluation and Review Technique (PERT) algorithm, which can be solved in linear time [4]. This path will be our candidate as the chain of the solution. Let \( t_1 \) and \( t_2 \) denote the end-nodes of the path and assume that \( l(s_1, t_1) \leq l(s_1, t_2) \).

**Lemma 3.3** shows that if we assume a shortest-path tree rooted at \( v \) and spanning \( Z_v \) for each node \( v \) of the chain, then the chain together with these sub-trees form a tree \( T' \). If we could show that \( T' \) can be extended to a spanning tree \( T' \) of \( G \) in such a way that \( A_T = \emptyset \) and \( C_T \) contains the node-set of \( T' \) then the optimality of \( T' \) would follow from \( A_T = \emptyset \), the choice of the starting chain and the upper bound given in Lemma 3.2.

The following lemma shows that \( T' \) can indeed be extended in a proper way.

**Lemma 3.4:** There exists a tree \( T \) with \( A_T = \emptyset \) and \( C_T \) containing all nodes of \( T' \).

**Proof:** We provide sketch of the proof and further details can be found in [18]. At this point \( T' \) contains a chain between \( t_1 \) and \( t_2 \) and the proper sub-trees of the chain. Next, we aim to achieve \( A_T = \emptyset \). First we extend \( T' \) by adding to it the shortest paths \( \pi_G(s_1, t_1) \in \Pi_G(s_1, t_1) \) and \( \pi_G(s_2, t_2) \in \Pi_G(s_2, t_2) \) to it thus obtaining a larger tree. Clearly, this step does not create a cycle in \( T' \). Our plan is roughly as follows. We consider the nodes \( \{v\} \) not yet contained in the tree iteratively and connect \( v \) to the tree by adding a path such that either \( \langle s_1, v \rangle \) or \( \langle s_2, v \rangle \) is covered. We explain why this step is (guaranteed to be) possible through an example depicted in Fig. 2.

Assume that \( T' \) consists of the path \( \{s_1, v_1, t_1, t_2, v_1, s_2\} \). We would like to add \( p \) to the tree such that either \( \langle s_1, p \rangle \) or \( \langle s_2, p \rangle \) becomes covered. This is not possible only if the unique shortest path between \( s_i \) and \( p \) is \( \{s_i, v, p\} \) for \( i = 1, 2 \). However, this, together with the fact that \( \langle s_1, t_2 \rangle \) and \( \langle s_2, t_1 \rangle \) are covered by \( T' \), implies the inequalities of Fig. 2. By adding both sides of the inequalities we get \( l(t_1, t_2) \leq 0 \), a contradiction. Through a similar reasoning, we can show that \( T' \) can be extended to a spanning tree \( T \) with \( A_T \) being empty.

After finding the optimal chain and adding the shortest-path tree rooted at \( v \) spanning \( Z_v \) for each node \( v \) of the chain, the tree-construction can be finished by using the algorithm of Lemma 3.4. Thus we get a spanning tree \( T \) of \( G \) with an empty \( A_T \) and maximal \( C_T \), showing the optimality of \( T \).

![Fig. 2: Illustration of the proof of Lemma 3.4. Note that \( l(a, b) \) is shortened as \( ab \) in the inequalities.](image_url)

In the above discussion, we assumed that the demand set \( D \) does not include \( \{s_1, s_2\} \). However, the case where \( D \) does include \( \{s_1, s_2\} \) can be handled through a small modification of the algorithm. Specifically, \( s_2 \) should not be included in \( Z_{s_1} \), while \( s_1 \) is contained by \( Z_{s_2} \). This way the double counting of the demand \( \{s_1, s_2\} \) is avoided. The running time of the algorithm is dominated by an All-Pairs Shortest Paths algorithm employed for assigning the values of \( |Z_v| \) to each node \( v \) in \( V \). The usage of Floyd-Warshall algorithm results in a running time of \( O(|V|^3) \)[4].

### C. All-to-All and General Demands

Now we show that the STE problem is NP-hard for the general case and for particular all-to-all demands case, that is,
when the demand graph \( H \) is complete.

**Theorem 3.2:** The STE problem is NP-hard even if \( G \) is bipartite and uniform-weighted and \( H \) is complete.

**Theorem 3.3:** The Unique Single Tree Effectiveness (UPSTE) problem is NP-hard.

**Proof:** The proofs of Theorems 3.2 and 3.3 are both based on a reduction from a variant of the hypergraph perfect matching problem. The details appear in the Appendix of [18].

---

### IV. Heuristics and Bounds for the STE Problem

As the STE problem is intractable for general demands, we turn to focus on efficient heuristic approaches. First, we introduce a simple greedy iterative heuristic. Then, we propose a heuristic based on the establishment of a shortest path tree. Accordingly, we investigate when the optimal tree is a shortest path tree and present examples where the optimal solution for the STE problem is not a shortest path tree. Next, we define a heuristic based on Kruskal’s minimum-spanning tree algorithm, which also provides an upper bound on the covering effectiveness metric. Finally, we introduce a second upper bound, which can better cope with multiple shortest-path trees.

#### A. Iterative Greedy Heuristic

The first heuristic iteratively constructs a spanning tree \( T \). Initially, the tree \( T \) does not contain any link. The heuristic selects a demand \((s, t)\) from the critical demands set \( D \) iteratively, and checks if it can be covered by the tree by optionally extending the tree. A demand \((s, t)\) can be covered if there is a shortest path \( π \in Π(s, t) \) between \( s \) and \( t \) such that \( π \cap T \) remains a tree, i.e. \( π \cup T \) does not contain a cycle. For unique shortest paths, i.e. the UPSTE case, this property can be verified in linear time through a Depth First Search (DFS). This process is repeated until every demand is processed. The total running time of the heuristic is \( O(|D| \cdot |E|^2) \).

In case the shortest path between \( s \) and \( t \) is not unique, this property verification is a bit more complex. Observe that if a shortest path \( π \) can be covered by \( T \), \( π \cup T \) cannot have a cycle. Therefore, \( π \) can be divided into three (possibly empty) segments: the first and third segment is disjoint with \( T \), while the second segment is a part of \( T \). Let \( i \) and \( j \) denote the intersection nodes at the end of the first segment and the second segment, respectively. The verification is done by searching for a proper node pair \( i, j \) in the following way. Consider the all shortest paths links set \( Λ(s, t) \) and search for a node pair \( i \) and \( j \) for which (1) there is a directed path from \( i \) to \( j \) in \( Λ(s, t) \), (2) \( l_{G,T}(s, i) = l_G(s, i) \), (3) \( l_{T}(i, j) = l_G(i, j) \), and (4) \( l_{G,T}(j, t) = l_G(j, t) \). If such \( i \) and \( j \) is found add \( π_{G,T}(s, i) \) and \( π_{G,T}(j, t) \) to tree \( T \). The total running time of the heuristic is \( O(|D| \cdot |V|^3 \log |V|) \).

The performance of the heuristic strongly depends on the order of the selected demands. Our experiments indicate that considering the demands in increasing order of their hop distance is typically a good choice; however the performance of the heuristic in terms of covering effectiveness and runtime can be improved. Specifically, it becomes computationally intensive if there are many demands in the network. Accordingly, we introduce an additional heuristic, based on shortest path trees.

#### B. Shortest Path Tree Heuristic

In case the demand graph is a star with central node \( v \), the optimal tree is the shortest path tree from \( v \). Moreover, every subpath of a shortest path is a shortest path itself. Thus, a shortest path tree covers quite several demands, especially if the node \( v \) is in the "center" of the network, such as a node with high betweenness centrality value. This motivates the following simple heuristic: select a shortest path tree covering a large number of demands. In order to do that, first determine the all-pairs shortest paths by using the Floyd-Warshall algorithm [4]. For an arbitrary node \( v \), consider a shortest path tree \( T_v \). Then \( T_v \) covers a demand \((s, t)\) in \( D \) if and only if one of the following holds.

- \( l_{T_v}(s, v) + l_{T_v}(v, t) = l_G(s, t) \) as in this case a shortest path between \( s \) and \( t \) goes through \( v \).
- the path in \( T_v \) between \( v \) and \( s \) contains \( t \), or
- the path in \( T_v \) between \( v \) and \( t \) contains \( s \).

We can compute a shortest path tree \( T_v \) for each \( v \in V \) and choose the one with maximal \( η(T_v) \). The running time of the heuristic is \( O(|D| \cdot |V|^2 + |V|^3) \).

Intuitively, one could expect that there always exists an optimal solution of the STE problem with all-to-all demands consisting of a shortest path three rooted at some node of the network. Note that this does not contradict the NP-hardness of the problem as the number of possible shortest path trees may be exponential. However, in [18] we show a counter example that establishes that the intuition of the optimality of a shortest path tree is wrong. Next we introduce a more sophisticated approach, which also provides an upper bound on the number of demands.

#### C. Upper Bound and Heuristic Based on Kruskal’s Algorithm

We start by introducing an upper bound for the UPSTE problem. We define a cost function \( c : E \to \mathbb{R}^+ \), as follows. For each \((s, t)\) in \( D \), consider the unique shortest path \( π(s, t) \in Π(s, t) \) and increase the link costs along the path \( π(s, t) \) by 1 unit in total. That is, if \( c_{e}^{s,t} \) denotes the cost added to link \( e \) corresponding to the shortest path \( π(s, t) \) then \( \sum_{e \in π(s, t)} c_e^{s,t} = 1 \). Let \( c : E \to \mathbb{R}^+ \) be the cost function defined as \( c_e = \sum_{(s, t) \in D} c_e^{s,t} \) for \( e \in E \). We call such
a cost function \( c \) is set by \( c \) is induced function. For example, a possible choice for \( c \) is setting \( c = \frac{1}{\|\Pi(s,t)\|} \). In this case \( c \) is set to be \( \sum_{\pi s(t) \in \Pi(s,t)} \frac{w_t}{\|\Pi(s,t)\|} \).

**Theorem 4.1 (KruskalBound):** In the UPSTE problem, the maximum number of demands covered by a single tree \( T \) is at most the cost of a maximum cost spanning tree of \( G \) having an induced cost function \( c \) formally:

\[
\max \{ \theta_d(T) : T \text{ is a tree} \} \leq \min \{ c(T) : c \text{ is induced, } T \text{ is a maximum } c\text{-cost tree} \}.
\]

**Proof:** Consider an arbitrary tree \( T \) and an induced cost function \( c \). Assume that \( T \) covers demands \( \langle s_1, t_1 \rangle, \ldots, \langle s_k, t_k \rangle \). Then the sum of the costs on the links of \( T \) is at least \( k \) as \( c \) is induced. Thus, the number of shortest paths covered by \( T \) is bounded by the cost of \( T \).

The above theorem can be generalised to the STE problem if \( c \) is set such that for any shortest path \( \pi(s,t) \in \Pi(s,t) \) we have \( \sum_{e \in \pi(s,t)} c_e \geq 1 \). However, it is possible to define \( c \) in such a way that \( \sum_{e \in \pi(s,t)} c_e = 1 \) for each \( \pi(s,t) \in \Pi(s,t) \). In order to do so, first determine the set \( \Lambda(s,t) \) of links that lie on a shortest path between \( s \) and \( t \) by employing the In-All-Path-Shortest-Paths Links algorithm described in [21]. It is well known that this way we get an acyclic digraph in which each directed path from \( s \) to \( t \) has the same weight, namely \( l(s,t) \). Recall that \( l(s,t) \) denotes the weight of a shortest path between \( s \) and \( t \). Thus, setting \( c_e \leftarrow \frac{w_e}{l(s,t)} \) for \( e \in \Lambda(s,t) \) will give a proper cost function. Hence, we derive the following corollary.

**Corollary 1:** In the STE problem, the maximum number of demands covered by a single tree \( T \) is at most the floor of the cost of a maximum cost spanning tree \( G \) where the cost of an link \( e \) is defined as

\[
c_e = \sum_{\langle s,t \rangle \in D \atop e \in \Lambda(s,t)} \frac{w_e}{l(s,t)}.
\]

See Fig. 3 for an example of the above corollary, where the cost \( c_e \) of each link is depicted in the gray box. For example, link \( (1, 5) \) is contained in \( \Lambda(1,5), \Lambda(4,5), \Lambda(3,5), \) and \( \Lambda(5,6) \), hence its induced cost is \( 1 + \frac{1}{2} + \frac{1}{2} + \frac{1}{3} = 2\frac{2}{3} \). The induced costs of the remaining links can be computed analogously. A maximum cost tree is \( (1,5), (2,5), (2,3), (3,6), (4,6) \) with a cost of \( 11\frac{2}{3} \) giving a bound of \( 11\frac{11}{12} \) as valid, while we have already seen that an optimal solution covers 10 demands.

The heuristic outputs the obtained maximum cost tree as the solution. The running time of the heuristic is \( O(|D| \cdot |E| \cdot \log |V|) \) steps, see also Fig. 1 for the pseudocode of the heuristic algorithm.

**D. Upper Bound Based on Conflict Cycles**

We continue to present an additional upper bound, which focuses on the case where the shortest paths are not unique. Let \( D' \subseteq D \) be a subset of demands consisting of node-pairs \( \langle s_1, t_1 \rangle, \ldots, \langle s_l, t_l \rangle \), where \( l = |D'| \). The set \( D' \) is conflicted if the corresponding shortest paths cannot be covered by a single tree. In other words, \( D' \) is conflicted if there exist no paths \( \pi_1, \ldots, \pi_l \) such that \( \pi_i \in \Pi(s_i,t_i) \) and \( \bigcup_{i=1}^{k} \pi_i \) is a forest.

**Theorem 4.2 (CCycleBound):** Let \( D_1, \ldots, D_k \) be k conflicted subsets of \( D \) that are pairwise disjoint (i.e. \( D_i \cap D_j = \emptyset \), \( i \neq j \)). Then \( \theta_d(T) \leq |D| - k \) for any spanning tree \( T \) of \( G \).

**Proof:** Consider an arbitrary spanning tree \( T \) of \( G \). For each \( i = 1, \ldots, k \), there must be a demand in \( D_i \) not covered by \( T \) as \( D_i \) is conflicted. Since the \( D_i \)'s are pairwise-disjoint, there are at least \( k \) demands not covered by \( T \), thus concluding the proof.

See Fig. 3 for an illustrative example, where the demands can be divided into disjoint conflicted subsets \( D_1, D_2, D_3 \) and \( D_4 \).

Next, we define a simple brute-force heuristic to search for such pairwise disjoint conflicted sets. First, the demands with unique shortest paths are processed. In case of unique shortest paths, a set \( D_i \) of the demands can be evaluated by examining the 2-connected components of the subgraph that is determined by the union of the shortest paths in \( D_i \). If the resulting subgraph is not a tree, i.e. there is a bi-connected component, then \( D_i \) can be removed from the original demand set, and the upper bound can be decreased by one, since \( D_i \) forms a conflicted set. Note that finding the 2-connected component requires a single run of Depth First Search (DFS).

If the demands have multiple shortest paths, we focus on sets of three demands only, i.e. \|D_i\| = 3. We select every possible triplet of nodes \( a, b \) and \( c \). Let \( x \) be an arbitrary node, if \( l_G(a,x) + l_G(x,b) = l_G(a,b) \), then \( l_G(a,c) = l_G(a,c) \) and \( l_G(b,x) + l_G(x,c) = l_G(b,c) \) holds, then the demands \( (a,b), (b,c) \) and \( (a,c) \) can be covered with a tree, where node \( x \) is a "central" node, see also the discussion at Section IV-B. Note that the opposite is also true, i.e. if there is no such \( x \in V \) the three demands are in a conflict cycle.

**V. SIMULATION STUDY**

In Sections IV and III-B, we presented three heuristics (IGreedyHeur, SPThur, ICKruskalHeur), two upper bounds (KruskalBound, CCycleBound) and an optimal algorithm for the case of 2-to-all demands (2ToAll). We proceed to evaluate the efficiency of these approaches in terms of covering effectiveness and running time in real-world and random network
topologies. Specifically, we examine the achieved covering effectiveness for two demand configurations, namely \(k\)-to-all and randomly chosen demands. It turns out that the spanning tree provided by the ICKruskalHeur heuristic offers the best covering effectiveness for all simulated scenarios. Furthermore, we demonstrate the negative effect of the density of the network on the covering effectiveness of the spanning tree. Somewhat surprisingly, we show that the SPTHeur heuristic results in the worst covering effectiveness for almost all simulated scenarios. This finding is noteworthy in view of the quite common usage of shortest path spanning trees in networking scenarios.

We generated two classes of network topologies, namely the real carrier topology and the random topology.

First, we evaluated twenty real-world carrier topologies [22]. For the sake of brevity, we present the results of the largest network only, namely the DeltaCom, which is a relatively large network operated in the U.S.A region. This topology is depicted in Fig. 4d and contains 103 nodes and 151 links. In order to evaluate the performance of our heuristics in the context of the STE problem, the link weights were set to be uniform. Moreover, the link weights were modified with a very small value to have unique shortest path for every demand in the network, enabling the evaluation of the UPSTE problem.

Next, we consider the class of random topologies, based on the Waxman model [23]. We created 320 random networks containing 50 nodes and a range of [62, 150] links. Note that these networks are very sparse and often planar. In all simulation instances of this class, we focused on the STE problem, therefore, the link weights were set to be uniform.

For each network topology class, we evaluated the three heuristics (ICKruskalHeur, IGreedyHeur, SPTHeur), the two upper bounds (KruskalBound, CCycleBound) and the optimal algorithm for 2-to-all demands (2ToAll), where the legend for the charts of each case is depicted in Fig. 4d.

Fig. 4 demonstrates the simulation results of the DeltaCom carrier topology depicted in Fig. 4d. First, we evaluated the STE problem, i.e. the link weights were uniform. In Fig. 4b, we show the covering effectiveness for \(k\)-to-all demands, where \(k = \{1, \ldots, 5\}\) and the selected central nodes are depicted with diamonds in Fig. 4d. Each data point corresponds to an average of 60 executions and the 95% confidence interval is also drawn. As expected, for a 1-to-all demand graph the shortest path tree from the single central node provides 100% covering effectiveness for all evaluated cases. However, for 2-to-all demands the covering effectiveness dropped to 59%. Note that for 2-to-all demands, we have an optimal algorithm, which gives \(\eta = 78\%\) (2ToAll point). For all cases, KruskalHeur resulted in better covering effectiveness than IGreedyHeur and SPTHeur and, moreover, the CCycleBound provided better bounds than KruskalBound. The KruskalHeur spanning tree with highest covering effectiveness for the 5-to-all demand graph is depicted in Fig. 4d.

Fig. 4c shows the results when the demand graph is random. Note that the number of demands for the \(k\)-to-all case is \(k(|V| - k) + \binom{k}{2}\). Here, we scaled the horizontal axis to have the same scale as of Fig. 4b, thus, the \(k\)-th tick on the horizontal axis corresponds to \(k(|V| - k) + \binom{k}{2}\) randomly selected \((s, t)\) demands for \(k = \{1, \ldots, 5\}\). In average, 10% less random demands can be covered compared to the \(k\)-to-all case. We obtained a larger difference when the number of demands is small. We have discussed the significant difference in the complexity of the STE and UPSTE versions of the problem.

In order to analyze its effect in practice, we transformed the DeltaCom case to UPSTE by adding a very small random value to each link weight in the network. This will reduce the number.
of shortest paths between each node-pair to one, and thus significantly reducing the search space of the algorithms. Fig. 4e shows the results in terms of average values over 30 UPSTE instances. Surprisingly, the covering efficiency in UPSTE was only 10% smaller in average compared to STE. Note that it is easy to construct networks where this difference is arbitrarily large. In Fig. 4f, we evaluate the running time of the proposed heuristics of the STE random demand graph and show that: (1) the CCycleBound incurs the highest computational penalty, (2) the SPTHeur is the fastest heuristic and less sensible to the number of demands and (3) the IKRustalHeur is still reasonably fast, yet with better performance.

Finally, in Fig. 5, we evaluate the covering effectiveness with respect to the average nodal degree of the random topology class. Two demand scenarios were analysed, namely the 2-to-all and 5-to-all cases. For the 2-to-all case, we have an optimal algorithm, whose performance is close to the heuristics and far from the upper bounds. As expected, better coverage efficiency can be achieved for sparser networks. Indeed, our results clearly show that shortest paths in sparser networks can be better covered by a spanning tree due to their smaller diversity. In addition, we evaluated the 5-to-all demands, where the KruskalBound became better than the CycleBound compared to the 2-to-all case.

Notably, for almost all simulated cases, the SPTHeur heuristic results in a significantly small value of covering effectiveness, contradicting the quite common usage of shortest path spanning trees in networking scenarios.

VI. CONCLUSION

The covering effectiveness is a novel quantitative approach for evaluating the "quality" of a spanning tree to support QoS-aware communication between a restricted set of (several) critical pairs of nodes. This metric quantifies the number of source-destination pairs for which the path on the tree is shortest. Accordingly, we defined the STE optimization problem which, for a given set of critical pairs, aims to find a spanning tree that maximizes its covering effectiveness. We investigated four variants of the optimization problem according to the set of demands, namely: fixed number of critical demands, 2-to-all, all-to-all and the general case. For the first two cases we established optimal polynomial solutions while the other two were shown to be NP-hard. For the intractable cases, we derived theoretical bounds and presented heuristic solutions, all of which have been evaluated through comprehensive simulations. Most notably, we indicated that the quite common approach, in which a shortest path spanning tree from a single node is selected, often falls short of providing good solutions in the typical scenario where critical demands are associated with more than a single end-node. As an alternative, we proposed a simple yet typically efficient heuristic, which is based on Kruskal’s algorithm.
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