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Abstract – In this paper a new concept called Quality of Re-
silience (QoR) is presented, which is based on the separation of 
Quality of Service (QoS) parameters into short-term quality 
factors, called availability parameters, and long-term quality 
parameters called QoR parameters. After dividing the time 
into intervals with length ∆t, for each such an interval the ser-
vice is considered available, if the user is satisfied. Simultane-
ously, the long term characteristic of the service is derived 
from the service downtime distribution. The choice of proper 
length of the ∆t time periods is the key issue of the applicabil-
ity of the model. With the downtime histograms the asymp-
totic of the service can be illustrated both at transport and 
service layer. Since the resilience mechanism of the network is 
reflected in the transport layer downtime histograms, this new 
characterization of the QoS helps to understand impact of 
different recovery schemes on the next generation services.  

 
Index Terms – protection, quality of service, restoration, 

survivability attributes, quality of resilience. 

I. INTRODUCTION 

The problem of service differentiation based on recovery 
has been present for a few years, e.g., [1]-[8]. Although 
there exists a plethora of proposed methods, none of the 
frameworks has gained a common approval. The set of pa-
rameters used as a basis of the differentiation was charac-
terized in [9], while an overview of these proposals can be 
found in [10]. In this paper, we propose an extension of the 
concept called Quality of Resilience (QoR) where QoS 
definitions are revised to meet short- and long-term charac-
teristics while incorporating survivability and service avail-
ability issues. 

Traditionally, the QoS classes are defined with the usage 
of the following parameters: delay, jitter, bit error ratio 
(BER), packet loss probability, throughput, etc. These pa-
rameters are called QoS parameters, and they represent the 
requirements of the users regarding the service. In the tradi-
tional Service Level Agreements (SLAs) both the long and 
the short term characteristic of the service is defined. An 
example is an SLA with the packet loss probability of 5% 
that is measured over a long period of time, while no min-
ute with a ratio of packets lost exceeding 20% is acceptable.  

In our QoR framework we propose to separate the short 
and long term quality factors. The resilience can be meas-

ured only with long term quality factors so that after the 
separation we can unambiguously quantify the effects of 
resilience. 

We divide the whole duration of the connection or ses-
sion into intervals ∆t long. The quality metrics that can be 
evaluated within this time period ∆t are the short-term qual-
ity metrics and they are called availability parameters. The 
parameters related to long-term characteristics, called QoR 
parameters, define criteria for the service duration of the 
connection. Fig. 1 shows the extended SLA where we have 
the short-term availability parameters and the long term 
QoR parameters.  

The short term quality metrics measure the satisfaction of 
the user over a very short period of time (∆t). The depend-
ence between the traditional QoS parameters and the user 
satisfaction can be very complex1. In this paper we treat the 
user satisfaction as a binary function over a very short pe-
riod of time ∆t. In other words, the user is either fully satis-
fied with a service for a short period of time ∆t or not at 
all2. At such a fine granularity of time, we do not deal with 
partly satisfied users and restrict their judgment of the ser-
vice into only two options. For example, in voice services 
merely those seconds matter in which the customers can 
clearly hear each other. Obviously, the length of the time 
period ∆t should be very short, but long enough to decide if 
the service is satisfactory. For each time period ∆t the satis-

                                                           
1 For instance, for voice communication in packet networks 
the E model defined by ITU-T Rec. G.107 is used.  
2 This is a similar approach as accepted in ITU-T Rec. 
E.800 [23] where similarly two states (available/not avail-
able) are defined for a service. 
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faction of the user is evaluated according to given availabil-
ity parameters that are analogous to QoS parameters. The 
availability parameters have to be defined in such a way 
that the user is always satisfied when the availability pa-
rameters are met. In this case we consider the service avail-
able [10]. If the availability parameters are violated, the 
service is considered unavailable for the time period ∆t. 

Choosing availability parameters and ∆t strongly depends 
on applications. The time period ∆t can be a few tens of 
milliseconds for tele-surgery applications [13],[14] or 
emergency numbers (e.g., 112) and hundreds of millisec-
onds for VoIP [11] or audio/video transmission (e.g., video 
on demand) and seconds for traditional Internet applications 
like FTP transfer or VPNs.  

The availability parameters are defined for time period ∆t 
and represent an instantaneous (short-term) quality metric. 
After dividing the time into ∆t long intervals we evaluate 
the availability for each period (see also Fig. 2). For long-
term characteristics of the service we are interested in the 
length of unavailable periods. It is called downtime and 
represents the series of consecutive time periods that are 
unavailable. Therefore we evaluate statistics on the down-
time (see also the histograms in Fig. 3). It is a discrete dis-
tribution since unavailability periods are measured in the 
number of finite time periods ∆t. The QoR parameters, as 
long-term quality metrics, define criteria for the whole 
length of the connection on the basis of the downtime dis-
tribution. 

The structure of the paper is as follows. Section II pre-
sents the novel concept of recovery characterization based 
on the recovery time histograms. Then, Section III over-
views the relation between QoR parameters and the recov-
ery. In the subsequent section, the numerical example 
which illustrates the presented ideas, is given. 

 

II. QOR PARAMETERS: A CHARACTERIZATION OF THE SER-
VICE DOWNTIME 

As it was described in the introduction, a service is avail-
able for ∆t period of time if it meets the availability pa-
rameters, and otherwise it is unavailable. The time is di-
vided into ∆t long intervals, and for each ∆t the availability 
of the service is determined. The consecutive time periods 

that are unavailable are called downtime. The length of the 
downtime is denoted by X, which will be treated as a dis-
crete random variable with the distribution function F, 
where F(x)=Pr{X ≤ x} is the probability of having service 
unavailable for at most x time periods. With the QoR pa-
rameters we define required properties on the basis of the 
distribution of the downtime.  

The most typical QoR parameter is the service availabil-
ity3 (A) in the sense of ITU-T Rec. E.800. The availability 
is the probability of having a proper service, i.e., the prob-
ability that a downtime is at most 0 long: 
 (0)A F=  (1) 

However, for emerging applications a more sophisticated 
way of characterizing the availability is required. The ap-
plications are very sensitive to the length of the unavailabil-
ity period. For example, VoIP users do not perceive 100 ms 
outage [11], thus they are interested in extending their SLA 
with a QoR parameter, which defines the availability as the 
probability of having at most 100 ms outage. This motivates 
us to develop new and more sophisticated QoR parameters. 

The downtime density histograms given in Fig. 3 are il-
lustrative examples, which help us to visualize the distribu-
tion of the downtime and define some additional quantita-
tive QoR parameters. First the range of the downtime is 

split into intervals of different size (bins) as it is shown in 
Fig. 3. The histograms are evaluated by measuring the 
length of all unavailable periods4 and counting the fre-
quency of each downtime interval. Finally the chart is nor-
malised, thus the area under the histogram is equal to one. 
From the probabilistic point of view, this normalization 
results in a relative histogram that is most akin to the prob-
ability density function. 

                                                           
3 It is measured over whole operation of the network. 
4 The zero length downtime (availability) is also counted. 
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Figure 3. Example of downtime density histograms at (a) trans-
port and (b) service layer. 
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Figure 2. Binary mapping of user satisfaction with the 
service into availability for each time period. The Mean 

Opinion Score (MOS) is a subjective measurement of the 
voice quality. 



The value of the first bar is the probability of having an 
available service. Due to scalability problems in the down-
time histogram, it is not drawn on the rest of the charts in 
the study. The value of A can be intuitively estimated on the 
basis of the chart since the bars sum to 1. In other words, if 
the area for x>0 is higher, the probability of having avail-
able service is lower. 

Fig. 3a shows the histogram of the downtime perceived at 
the transport layer. It concerns mostly circuit switched net-
works, where the unavailability is based on the detection of 
Loss of Signal, Loss of Light or Loss of Frame in 
SONET/SDH-like protocols [12]. It is mainly caused by 
failure and is recovered within a short period of time by a 
resilience mechanism and also called recovery time histo-
gram. In this example, shared protection mechanism is per-
formed for a single failure in European Reference Network 
(see also Fig. 4b). 40 ms was the shortest time to recover 
from a failure. However, after fatal network failures, the 
service was not available for several hours while the net-
work was repaired. 

Fig. 3b shows the histogram of the downtime perceived 
by the user. The unavailability at the service layer concerns 
mostly packet traffic. For example, the basis for the IP ser-
vice availability function is a threshold of the IP Packet 
Loss Ratio (IPLR) performance measure. In our case, when 
IPLR exceeds this threshold in a time interval, the service is 
considered as unavailable. The unavailability perceived by 
a user is often caused by network congestion or any packet 
layer service degradation like delay, jitter, etc. (see the or-
ange part of Fig. 3b). The unavailability inherited from 
transport layer is drawn with dark blue on Fig. 3b. The im-
pacts of failures in IP network have been extensively stud-
ied in [11] where the authors show that the length of the 
unavailable period can be much longer than the length of 
the service outage at transport layer. In addition, TCP seg-
ments in transport layer which are lost during the outage are 
re-sent after the service is restored, which might lead to 
network congestion and degraded QoS. This phenomenon is 
also illustrated in the figures by repeating the dark blue part 
from Fig. 3a to Fig. 3b after shift it to a bit longer down-
times. Some of the failures that cannot be restored at the 
transport layer might be restored at the service layer (by IP 
restoration) after a few seconds. It is drawn light blue on 
Fig. 3b and reduces the probability of extremely long un-
availability periods where the user should wait until the 
staff repairs the failed link compared to Fig. 3a. It is neces-
sary to note that periods of time depicted in Fig. 3 are not 
identical with ∆t periods used by the definition of the in-
stantaneous service availability. 

In most cases, the user cannot clearly distinguish the rea-
son of the unavailability, e.g., in a VPN scenario, failures 
might lead to a complete network breakdown and the user 
perceives a 100% packet loss over a considerable amount of 
time. Note that with loose availability parameters, only a 
service broken due to a failure would be unavailable. Nev-

ertheless, QoS degradation has statistically larger impact on 
service degradation than network failures and the user can-
not even perceive the reason of the unavailability of the 
service. For instance, the end user recognizes longer re-
sponse times in the application layer, due to a certain level 
of TCP throughput degradation in the transport layer, which 
is caused by the increase of delay/jitter and packet loss in 
the IP layer, but not a failure in the physical layer. The 
eventual reason of these impairments might be either net-
work congestion (due to traffic variability) or a failure. 
Nonetheless, in the first case, the network operator could 
deal with the QoS degradation, while in the second case, a 
resilience mechanism should be used. 

III. RECOVERY TIME HISTOGRAM 

In the remainder of the paper, we focus only on the re-
covery time histogram, which is the downtime histogram at 
the transport layer. For QoR parameters quantitative values 
are preferred. Thus, the number of downtime intervals (or 
bins of the histogram) is reduced through merging some of 
the intervals. While reducing the number of downtime in-
tervals three principles should be kept. First, it should meet 
the requirements of the user. Secondly, it should meet all 
technical limitations of the service provider and thirdly 
there should be as few as possible intervals defined.  

The significance of resilience as an important aspect of 
network operation has generated the necessity of analyzing 
its effect in service class definition. Therefore, the goal is to 
give a good approximation of the downtime distribution 
that can be simply derived, introducing a new performance 
metric to compare all types of restoration and protection 
solutions which can be offered to a client. 

For better illustration, in some chart we use the cumula-
tive histogram. After normalization, the relative cumulative 
histogram is akin to the cumulative distribution function.  

With the recovery time histograms the operator can get a 
very clear view of the characteristic of each recovery 
scheme that facilitates to find the proper solution for each 
QoR class. The evaluation of the recovery time histogram 
for each connection and recovery scheme is discussed be-
low. 

Generally, the routing algorithms are performed on a 
weighted graph that is created according to the given net-
work. The transformed graph can be produced by modeling 
each network element in the original network as an arc in 
the graph. A Shared Risk Group (SRG) is defined as a 
group of network elements (i.e., links, nodes, physical de-
vices, software/protocol identities, etc, or a mix of them) 
subjected to the common risk of a single failure. In this cir-
cumstance, each SRG of the original network can be repre-
sented by a set of arcs in the transformed graph. Similarly, a 
well-known example of modeling a node in the transformed 
graph is using the node splitting technique, where each 
node is split into two twin vertices in the transformed graph 
connected by an inner arc. In addition, each SRG is treated 



as a possible failure event with an estimated probability of 
being unavailable. Moreover any combination of SRGs can 
be a “failure event” with a very small probability of being 
unavailable. The unavailability of multiple SRGs is the 
multiplication of the unavailability of the corresponding 
SRGs.  

A histogram is evaluated for each connection, such that 
all failure events concerned are simulated and the histogram 
is updated. To process a failure event the following to op-
tions should be considered:  
A failure event is recovered: Its chance is equal to the prob-

ability of the failure event multiplied with the prob-
ability of its successful recovery. In this case the re-
covery time is evaluated and the corresponding bin in 
the histogram is updated with the obtained resultant 
probability. 

A failure event is not recovered: Its chance is equal to the 
probability of the failure event multiplied with the 
probability of its unsuccessful recovery. In this case 
the bin corresponding to the reparation time is updated 
with the obtained resultant probability. 

The exploration of all failure events concerned is done in 
the following order: first, the SRGs that are involved in the 
working path are listed as failure events and processed. Ob-
viously, the connection is available unless any of the listed 
failure events attacks the network. When the network is 
protected against single failures, all the dual failures are 
processed that attracts the working and the protection path 
at the same time. When the network is protected against 
dual failures, all failure events are processed that attacks the 
working, the first protection and the second protection route 
at the same time. etc.. 

IV. SIMULATION RESULTS 

In this section, we show the recovery time histograms for 
various recovery schemes for single layer optical and 
MPLS networks. For simplicity, only one histogram is 
evaluated for each network and recovery scheme, which is 
the average of the histograms calculated for all connections. 
With the resultant histograms the operators are be able to 
choose the proper recovery scheme for each QoR class. 

A. Availability Model 

The network component availability model of [15] was 
adopted with Mean Time Between Failures (MTBF) and 
Mean Time To Repair (MTTR) values shown in Fig. 4a. 
With these values, a resultant MTBF and MTTR of each 
SRGs can be derived by applying the following calculation 
recursively. If an SRG has two network elements (with 
availability values of MTBF1, MTTR1 and MTBF2, MTTR2, 
respectively) and the failure of any of the components leads 
to the failure of the whole SRG, the resultant availability 
values are5: 
                                                           
5 The exponential distributions of failure times are assumed 
[24]. Eg. (3) is calculated as a weighted average value 
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The links of the network are described by two values: the 
‘link interface’, which does not depend on the length of the 
fibre and the ‘link per km’ where the MTBF should be di-
vided with the length of the fibre expressed in km. The 
MTTR does not depend on the length of the fibre in any 
cases. In GMPLS the link interface consists of a multiplexer 
and demultiplexer. The transponders are considered only at 
the terminals of the lightpath. The link per km value is re-
lated to a buried fibre and optical amplifiers placed every 
100 km. The residual MTBF (and the MTTR) values for the 
SRGs assigned to the link are calculated according to Eq. 
(2) and Eq. (3) with the following values:  
 MTBF MTTR 
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B. Recovery Time Model 

In order to give an average time approximation for the 
restoration of each SRG failure, the following recovery 

                                                                                                 
where MTTRs are weigthed by probabilities of different 
SRG failures. 
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time model of [16] was adopted. It is based on the MPLS 
recovery time sequence diagram of [3].  

The average case total recovery time (tr) expressed in ms 
for shared segment protection can be modeled as follows:  
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where f is the number of TDM LSPs interrupted by the link 
failure. Variable n denotes the number of OXC nodes, from  
(and including) the upstream node adjacent to the failure, to 
the branch node of the recovery segment. The length of the 
i-th link of the segment, after the branch node and before 
the merge node, is denoted by [ ]km

il . Note that the recovery 
time for shared path protection can also be represented us-
ing this analytical formula by setting the branch node (re-
spectively the merge node) as the source (respectively des-
tination) node. The term |Pk| is the number of links on the 
k-th protecting segment of the failed k-th working segment 
(i.e., the number of links on the k-th protecting segment 
between the recovery branch node and the recovery merge 
node).  

C. Numerical Example 

As a comparison among single link, single link or node, 
dual link and dual link or node failures have been analyzed. 
Simulations are conducted on various reference networks 
and random topologies. Due to a lack of space the results 
are illustrated in details only for the pan-European GMPLS 
fibre-optic network defined by IST project LION and 
COST action 266 [17]. It has 28 nodes and 57 bi-directional 
links as shown on Fig. 4b. A traffic matrix in year 2006 is 
estimated according to [18]. A dynamic traffic pattern is 
generated according to the traffic matrix such that an Inter-
rupted Poisson Process and Pareto inter-arrival times are 
integrated together with exponential holding time.  

The goal of the simulation was to show illustrative re-
covery time histogram charts for each recovery scheme. 
Thus, 253 connection requests were lunched without 
blocking any demand. It was achieved by selecting only 
those connections requests where at least 3 SRG disjoint 
paths exist to make the dual failure scenario feasible. In 
addition the bandwidth of the connections was reduced to 
have a light loaded (12%) network, where the effects on 
routing caused by the lack of capacities are not significant. 
Inverse capacity proportion [19] is applied as a traffic en-
gineering method to calculate link costs for each connec-
tion.  

Fig. 5 shows the recovery time histograms for no-
protection and dedicated protection scenarios. Without 
protection we had 0.00334 probability of loosing the ser-
vice. Dedicated 1+1 protection gives a very fast restoration 
in less than 20 ms and reduces the probability of loosing 

the service more than 80 times (to 4.067×10-5). Dedicated 
1+1 has a very attractive recovery time histogram chart; 
even with its weakness it has good abilities to support ser-
vices with high QoR parameters. 

Fig. 6 shows the recovery time histogram for two shared 
path protection (SPP) approaches: in the first case, the 
working path is routed on the shortest path, and in the sec-
ond step an SRG-disjoint protection route is selected to 
permit sharing of the protection capacity on links, which is 
for protecting SRG disjoint working routes. It requires two 
shortest path searches and is referred as “shared path pro-
tection with Dijkstras” in the figures (or “SPP Dijkstra”). 
This scheme is currently favoured in IETF deliberations for 
MPLS-layer protection and MPLS-controlled optical path 
protection [20]. The second SPP method is a single step 
approach, which calculates the minimum cost working and 
protection paths jointly. It uses ILP to ensure the optimality 
of the solution (and is referred as “SPP ilp”). The ILP can 
save on average appr. 15% of network resources and can 
decrease the blocking by ~5% [21], however it leads to 
lower availability (see Fig. 10). The lower availability 
comes from the fact that the ILP may route the working 
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path on a slightly longer route if it can save spare capacity 
for the protection route, and longer working route has a 
higher chance to be influenced by failures. When nodes are 
also protected against failures, this difference in availability 
value is 0.000216, which shows the real jeopardy using the 
sophisticated and highly capacity efficient methods.  

Fig. 7 and 8 show the recovery time histograms for 
shared segment protection (SSP). The first approach (re-
ferred as “SSP Dijkstra”) is similar to the two step approach 
introduced for SPP, where in the first case the working path 
is routed on the shortest path, and in the second step an 
SRG-disjoint shared protection route is selected with a 
similar heuristic of [22]. The second approach can derive 
optimal or near optimal SSP solution with restoration time 
constraints. It uses an ILP formulation in a heuristic frame-

work [16] (and is referred as “SSP rest const” below in the 
figures). The chart illustrates the usage of segments which 
results in the recovery time significant decrease. Since both 
“SPP Dijkstra” and “SSP Dijkstra” uses working path as a 
shortest path their service availability is similar. SSP with 
restoration constraints showed its excellent ability to guar-
antee short recovery for the price of finding longer working 
paths leading to lower service availability values (see also 
Fig. 10).  

 Fig. 9 shows the recovery time histograms for two 
shared protection scenarios protecting against dual failures 
(DF). The first two scenarios protect dual link failures only, 
while the third protects dual link or node failures. The first 
method (referred to as “DF Dijkstra”) is a generalisation of 
the “SPP Dijkstra”, where the working path is shortest path 
routed, and the first and second shared protection path is 
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Figure 7 Cumulative recovery time histogram for SPP and 
SSP methods that protects link and node failures 
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Figure 8 Recovery time histogram: shared segment protec-
tion with restoration time constraints 
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Figure 9 Recovery time histogram: shared dual failure 
protection 
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Figure 10. Overall comparisons of the selected recovery 
schemes. 



selected as the shortest link-disjoint path-pair, such that 
sharing of the protection capacity is permitted in links pro-
tecting SRG disjoint working routes. A shortest link-
disjoint path-pair can be calculated with Suurballe’s algo-
rithm [25]. In the second method, Suurballe’s algorithm is 
used to calculate 3 minimum cost disjoint paths (it is re-
ferred to as “DF Suurballe”), and the shortest one is se-
lected as the working route (while the two protection routes 
are derived in a similar way). The drawback of the first 
method in comparison to the second one is that it may fail 
even if there are 3 disjoint paths between the source and 
destination nodes, although the second has a lower block-
ing. The probability of having a failure that cannot be re-
stored is ~10-6 when dual link failures are protected and 
~10-7 when all combinations of two network elements (that 
can be a link or a node) are protected. The resilience against 
dual failures requires 40-50% more network resources (see 
also Fig. 10) leading to higher network utilisation and 
longer working routes. As a consequence, we have lower 
service availability than in the single link protection case. 
The recovery time in case of dual link failures is almost two 
times longer compared to the case when only a single work-
ing path is set up. Another important result presented in Fig. 
19 is the huge improvement in service availability by pro-
tecting node failures besides link failures. 

V. CONCLUSION 

In this paper a new concept is presented, which unambi-
guously quantify the effects of the recovery methods on the 
service quality. The main idea of the paper is to evaluate a 
recovery time histogram on simulated European transport 
network, providing a detailed comparison over various re-
silience mechanisms and solutions.  
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