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Abstract—Spare capacity allocation serves as one of the the dynamic GMPLS-based bandwidth provisioning scenario,
most critical tasks in dynamic Generalized Multi-Protocol Label g working LSP could be equipped with one or multiple Shared
Switching (GMPLS) networks to meet the stringent network Risk Group (SRG) -disjoint backup LSPs (or path segments)
availability constraint stipulated in the Service Level Ageements ; . .
(SLASs) of each connection. In this paper, an availability-svare such that one or multlple simultaneous unex_pected failures
spare Capacity reconﬁgura’[ion scheme based on shared baqku that aﬂ:ect the connection C0u|d be automatlcally resmred
path protection (SBPP) is proposed, aiming to guarantee thend- A number of protection schemes have been reported and
to-end (E2E) availability of each Label Switched Path (LSP) extensively investigated in the past, including shareckbac
We first provide an E2E availability model for SBPP connec- path protection (SBPP) [3]-[6], 1+1 protection [1], shared

tions in presence of all possible single and dual simultanes . . .
failures. Partial restoration is identified to further impr ove the segment protection (SSP) [7], [8], and dual-failure progex

capacity efficiency, and achieve finer service differentiaon. For ~ €tc. All of them have a design goal of reducing or /minimizing
this purpose, restoration attempt is defined as a parameter for the allocated spare capacity subject to different congsaand

each connection that can be manipulated at the source node fajlure scenarios, such as a recovery time constraintledii
when the spare capacity of each link is scheduled. Based onjyy, constraint, SRG-disjointedness constraint, or a gu@ein

the developed model, a Linear Program (LP) is formulated t f vabilit d ; imult k)
to perform inter-arrival spare capacity reconfiguration along €rms of survivability under one or two Simultaneous Taesir

each pre-determined shared backup LSP to meet the availabiy — €tC.
constraint of each connection. Simulation is conducted toerify SBPP with a single backup LSP for a working LSP is

the derived formulation, and to demonstrate the benefits gaiedin g type of widely adopted scheme for achieving dynamic
terms of the spare capacity saving ratio, where the convergnal GMPLS-based recovery due to its simplicity, and dynamicity

SBPP scheme that achieves 100% restorability for any single . . .
failure is taken as a benchmark. We will show that the simulaion Compared with 1+1 protection, SBPP has been considered

results validate the proposed E2E availability model, whee a @S @ more aggressive spare capacity allocation strategy tha
significant reduction on the required redundancy can be acldved can be significantly more capacity-efficient by enablingrepa

in the effort of meeting a specific availability constraint for each  resource sharing among different backup LSPs while yigldin
SBPP connection. a similar level of E2E availability. In general, with SBPR, o
1+1 protection, the E2E availability of a connection can be
significantly improved by an order of two or more compared
to the case with only a single working LSP. The service
As the Internet evolves to a connection-oriented enviroprovisioned by the working LSP and the SRG-disjoint backup
ment that addresses various quality of service (QoS) requiLSP can only be impaired when both paths are interrupted
ments, the Generalized Multi-Protocol Label Switching (GMsimultaneously.
PLS) based bandwidth provisioning [1], [2] is envisionedh&o A significant number of previously reported studies on
the most promising platform that can greatly facilitateffica network availability and survivability assume traffic ummifity
engineering, multiple classes of service (CoS), end-th-efi.e., each connection carries the same amount of bandwidth
(E2E) QoS guarantee, and interoperability of heterogemeand connection indivisibility (i.e., the working bandwhidof
network environments. As it has gradually come to a usualconnection must be provisioned either all or none), along
case that an availability requirement is stipulated in theviBe  with 100% restorability to a specific number of simultane-
Level Agreement (SLA) by the end users, the E2E availabiligus failures. The availability constraint of each conratti
for each Label Switched Path (LSP) supporting a specific typenetheless, is either considered separately from the cost
of service (e.g., VoIP, TCP, or real-time multimedia stré@agn optimization process [4], [9]-[13], or totally ignored [3]
etc.) is of great interest to the network control and managegm [5]-[8], [14]. In some cases, such as all-optical bandwidth
organizations. provisioning with lightpaths in Wavelength Division Multi
To improve E2E availability of a connection, it has beeplexing (WDM) networks, keeping the traffic uniformity and
well proved that allocating redundant network resources foonnection indivisibility in the restoration process is\vitable.
the connection is the best policy in the network layer when tiHowever, becausince the GMPLS control plane supports dif-
physical availability of each network componentis constam ferent switching granularities and restoration capagitibe
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assumptions of traffic uniformity and connection indivikiip Nonetheless, the above three papers have never touched the
may not always be necessary. Also, the effort of achievirayailability evaluation, and have not provided any infotiom
100% restorability for any number of simultaneous failuresn how the source node randomly drops a portion of the
may deviate from the design premise that the E2E availgbilitvorking bandwidth in the restoration phase.
of each connection is interesting to the customers, andidhou Spare capacity reconfiguration is another focus in the paper
be taken as an ultimate design goal. and has also been extensively studied in the past [13], [22]-
The representative studies that addressed the efforts[24]. In [13], spare capacity reconfiguration is performed o
availability modeling/evaluation can be seen in [4], [9#]. the framework of p-cycle with a focus on how to improve
The authors in [4] investigated the availability impairmerthe dual-failure restorability, which was originally dgsed
due to shared protection on SBPP connections compafed achieving 100% restorability for any single failure. éfh
with the case of 1+1 protection. The study in [9] conductestudy in [22] introduced a decent approach in calculatire th
availability analysis on WDM networks using both Integeminimum spare capacity along each link to achieve 100%
Linear Programming (ILP), and heuristic approaches, wherestorability for any single failure. The proposed aldurit
a connection is protected by either none, or a single dezticaSuccessive Survivable Routing (SSR), can effectively esolv
protection path. In [10], case studies were conducted onthe spare capacity reconfiguration by sequentially renguttie
number of network topologies and protection scenarios fbackup path of each connection. However, the E2E avaitgbili
availability evaluation and modeling were conducted. Thend the inference by double simultaneous failures have not
study in [11] explored the restorability under the dualtfee been considered. In our previous work of [23], inter-adriva
scenario in APS rings and mesh networks with span-protectispare capacity reconfiguration is performed by investigati
originally designed for achieving 100% restorability inethinto the computation efficiency and grouping policies of-net
single failure scenario. work traffic, where each lightpath is prepared with backup
In [12], the availability of a long-haul point-to-point apal path segments for achieving 100% restorability in the sngl
transmission system was evaluated, where an availabilifgilure scenario. In [24], a new link-state metric in refiagt
aware link-state packet is devised and disseminated to &ach backup path through a wavelength channel is proposed.
cilitate dynamic routing under an availability constrailh The goal of the backup path rerouting is to evacuate all the
[13], ILPs were formulated to perform span protection ohackup lightpaths traversing through a specific waveleligjth
each connection to fit into a specific design objective under claim that the wavelength link is free. A complete work
the dual-failure scenario. The paper has tackled the casesavailability-aware spare capacity reconfiguration hagen
where the optimization on the availability of each conrmtti been reported.
subject to a capacity constraint, and the minimization &dlto It is clear that the network control and management re-
spare capacity subject to an availability constraint. I6][1 quires an integrated strategy to perform availability-a@va
two traffic grooming algorithms were introduced to guarantespare capacity reconfiguration in a dynamic network environ
the E2E availability of each connection based on dedicatetent. Instead of following specific policies such as acligvi
protection. 100% restorability under a single or double (or even triple)
The evaluation of E2E availability was discussed in [1&imultaneous failures, it is envisioned that a more general
based on a number of rules of thumb, such as the E2@mework is of a high significance to the network design,
availability under a protection scheme for all single fedls, and resource allocation. Thus, this paper is committed to
or all single and & dual failure events, etc. In [14], a precisinvestigating the availability-aware spare capacity Gdltion
approach was introduced in estimating the unavailability @roblem, and providing a general model for evaluating the
each failure pattern using Markov chains, where the seque2E availability for SBPP connections; this is — a simple and
of failures in each failure pattern is considered and matlelg efficient protection scheme that is being widely adopted by
in order to correctly evaluate the E2E availability with séth the current carrier networks. Distinguished from the prasi
protection. By the same authors in [14], the evaluation dt EXtudies, the paper explores the best design generalityghy hi
availability for SBPP connections was conducted in [18obaslighting the concept of partial restoration, where contamt
on the stationary probability of pre-defined failure pattger among different backup LSPs under a common failure event
where each connection is assumed to have uniform ands,considered. To exercise this concept, and formulate the
indivisible bandwidth. problem, the E2E unavailability of each connection is medel
Note that none of the above mentioned studies discussed liyeenumerating the availability impairments due to all the
possibility of partial restoration, which has been invgasted related single and dual failure events.
in [19]-[21]. The study in [19] adopted a partial protection To perform a global optimization in spare capacity recon-
strategy to achieve a deterministic Quality of ProtectiQolP) figuration, a novel iterative linear program (LP) is intreed
paradigm. The study in [20] conducted extensive simulatioto guarantee the unavailability of each connection whilaimi
and concluded that the partial restorability could lead tmizing the consumed redundancy. This is done by performing
smaller resource consumption than that in the full resibiab inter-arrival reconfiguration on the spare capacity aloaghe
case. The authors in [21] demonstrated that partial rdsitiya link and the restoration attempt(i.e., the percentage of a
on the video streams in SONET/SDH rings leads to smalleonnection’s working bandwidth intended to be restored. W
capacity demand. The research concluded that the consurdethonstrate that most of the policies taken by the previous
resources are a linear function of a fraction of restorgbili studies can be categorized as a special case of the submitted
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NOTATIONS contained in a set denoted 8&G. A failure pattern is defined

as one or a number of SRGs that could be subject to failure
N.E The node set, and link set of the input topology, respegtiveBimultaneously. It is clear that Tthe number of total pdssib

J The index of links taken by backup LSP.s and working LSRgj|yre patterns in the networks is exponentially incregsas
fij»vj, q;  The free, spare, and working capacity on lifkrespectively . .
, The set of connection in the network, and its notation asxnd& num_ber of SRGs increases. Be_(?ause some failure patterns
vd, Ud The bandwidth, and the unavailability constraintcbf are subject to a really low probability to occur (such as the
W;' P me W0fkifﬂf9,_|and shared banup LSP,(;)f CQHHECﬁbdn_ - ones with a large number of simultaneous failed SRGSs), it
, T e set of failure patterns under consideration, and itexnd : f H f .
o indices of SRGS is feasible to on]y consider t.he failure .patj[(.erns with zlaldaarg
{m} The failure pattern of a SR@: enough probability to occur in the availability evaluation

{m,n}  The failure pattern of an SRG duplet, whereis the earlier spite of some imprecision introduced by ignoring the failur
failed SRG, andh the latter one - p UNT
patterns with very little likelihood.

e The stationary probability of failure pattern ) . )

ud The availability impairment on connectiahdue tor Let R denote the set of failure patterns under consideration,

R The subset of? such thatu? > 0 and the number of total failure patterns be denotedasEach

O Thet ”af,ﬂfﬁ”b“ lihe total bafld"‘]f'dth SW”t?Qf}fd on the protetlifajlyre pattern- has its stationary probability, which is denoted
route o aCKup segment or connecti . . .

q,‘? The fraction of working bandwidth be randomly dropped du%%g“ and C_an be de“,ved by SOIVmg ,the Markov Cham, model

R, The intrinsically non-restorable failure patternsdf |ntr0duc_ed n [_14]- With all thdR| failure patterns defined,

R% The failure patterns that hit bot/ ¢, and P4, but¢ R%,, and their stationary probabilities solved, we can evaluate

ngp The failure patterns which interr_urWd, but rjotl?_d the E2E unavailability of connectiod by enumerating the

By The failure patterns not influencing the availability &f failure patterns which impair the E2E availability df Let

u The E2E unavailability ofl

ul,, ud_  the availability impairment due to € R% , andr € R% the availability impairment on connectiosh due to failure

ad,, il the value ofug , for single, and dual failures, respectively patternr be denoted as¢. SinceBecause each failure pattern
Sjr The required spare capacity along lilko accommodate the stands for a state in the developed Markov chain, the E2E
, restoral bandwidth due to __unavailability of the connection can be evaluated by sungmin
S A working variable to makes; ,. linear in the ILP formulanonu the stati babilit ding t h fail
Yir The non-restorability density on link due tor p the s a_lonary probabil y_ cor_r.esplon 'ng 0 each failur
_?m} The set of backup LSPs that traverse through any link takeRattern weighted by the availability impairment due to the

by P4 that will be activated due to the failure on SR} failure pattern:

u‘é:ZﬁT~uf: Zw,‘-uf (1)
model. Simulation is conducted to validate the proposed ;
model, and verify the developed spare capacity reconﬂgmratwhereRd denotes the subset & such thatu > 0, Vr € R.

scheme by solving the iterative LP. With a given set of failure pattern8 under consideration,

The rest of the paper is organized as follows. Section vUe define that a protection scheme fércan achievefull

formglates .the problem, and defines the system pa_ramet%gtorabi”ty (or ud, = 0) in casez? — 0. An example for
Section Il introduces the_ COT‘_CeF’_t of partlal restoratiand full restorability igthat connectiod with SBPP can restore
models the resultant availability impairment, as well as th | possible single failures. In this casg, only contains all

random dropping mechanism caused by contention. Section . : . ad
presents the proposed E2E availability model for SBPP cotnde failure patterns with a single SRG, afd = § such that

) . . . S = 0 for any SBPP connectiod.
nections. Section V introduces our dynamic availabiliyage YR y

. ) . . A protection scheme witpartial restorabilityis in contrast
survivable routing architecture, where a Linear Prograrlﬁ)(Lto the case of full restorability withz? = 0, andu?, > 0,

for performing spare capacity reconfiguration is formulat : g .
. S . y taking the same exampley; would become nonzero if
based on the derived E2E unavailability model. Section ) . . .

ual simultaneous failures are considered. In this c&gé,

presents the simulation results, including the validatibthe . . . . .
o - . is partially restorableif the expected restoral bandwidth in
proposed model, and verification of the efficiency in the spar

capacity reconfiguration. Section VII concludes the paper. presence ofvr ed R is only a fraction of the bandwidth
provisioned byl <.

Partial restorability on connectiod can be achieved by
Il. PROBLEM FORMULATION allocating one or multiple backup path/segmentsié such
Let the network be represented B} F, N), where E is that the expected restorable bandwidth in presente af k7
the set of links, andV is the set of nodes, launched with ds a fraction ofb?. In this case, the switching node of th#
set of connections denoted & Each connectioW € D is backup segment switches a fractiéfh of the total bandwidth
defined with a source, and a destination node; along with thsile the rest of the bandwidth is disregarded when the
required bandwidti?, and unavailability constraifitd,. The corresponding failure occurs. The pre-allocated sparacigp
working LSP ofd is denoted a3V, which is protected by a along the backup segment, thus, couldéfe b? instead of
shared backup LSP (denoted/8$) to meet the unavailability b%. Such a backup segment is tern#d- restorativeto W¢.
constraint. In this study, a Shared Risk Group (SRG) is définelere, ¢ is termed therestoration attempbf the K" backup
as one or a set of links and nodes in the network topology theigment assigned t@. With the above definition on partial
could be hit by a single failure event, and a failure evention aestoration, the conventional SBPP serves as a special case
SRG is independent of that on the others. Let all the SRGs Wwéh a single 100% - restorative backup path.




Most of the previously reported approaches on availabiliffows for the working LSPs affected by a single failure event,
evaluation hadR to include all the possible failure pat-only a fraction of the total bandwidth of each affected LSR ca
terns. The availability analysis becomes very complicatdést restored. We assume that some randomly selected nested
when resource sharing is enabled, and/or segment pratecti®&Ps of the backup LSPs taking ligkare simply dropped in
is adopted. However, some failure patterns have fairly loproportion to the bandwidth of the contending backup LSPs.
probabilities to occur, such as the ones with triple or mofehus, the effective restoral bandwidth @ftould be even less
simultaneous failed SRGs. Thus, this study assumes that thanv? - 7. Let the working bandwidth be randomly dropped
network can only be hit by up to two simultaneous failurely a fraction ofg?. The effective restoral bandwidth upen
since because the stationary probabilities of the failatéepns is:
with more than two simultaneous failed SRGs could be Sjr = > b0 (1—¢?) (3)
subject to very low probability compared with the stiputhte Vd|reRg, jePd
availability requirement.

To perform the availability evaluation in Eq(1), the fagu  The termd? - (1 — ¢) is theeffective restorabilityfor d at
patterns specific to SBPP connectidncan be categorized the occurrence of, whered? is a parameter implemented at
into the following four groups: (1) intrinsically non-resable the source node af, andq¢ is the result of random contention
failure patternsRd, ., such as SRGs containing the source gmong the restoral flows due to the failure event. Thus, the
destination node; (2) the failure patterns denotedzds that termss; - depends not only ofi”, but also on the bottleneck

hit both W¢, and P4, but not in R4, . (3) the failure patterns of each backup LSP when the failures occur. Both factors are

denoted as?,, which interrupt’¢ but not P%; and (4) the due to the random dropping at the source and the intermediate

failure patterns that do not influence the availability oé thnodes of the backup LSPs. _
connection ¢). Obviously, the four sets of failure patterns Fig. I exemplifies the random dropping of restoral flows

form a partition of . at intermediate node CK working LSPs originally pass
The E2E unavailability of/ is denoted as.?, and can be throughs-b-¢, and the corresponding’ backup LSPs with

written as: restoration attemp#y, for k = 1,2,..., K, respectively, are

activated along-c-t when a failure ons-b occurs. Because

ul = Z o -ud = uld + the spare capacity alongc &and c-t may not be sufficient
VreR to satisfy all the restoration attempts issued by nedéhe

d od_ d d d exact restoral flow of each backup LSP is bottlenecked by

Y Mt D = ity gy (2) one of the two links. In case the random dropping mechanism
at an intermediate node is such that the bandwidth of each
whereu?, , andug ; areis the availability impairments due tocontending LSP is dropped in proportion to the requested
the failure patterns ¢ R{‘%p. andr € R{‘%ﬁ, respectively. It bandwidth, the percentage of non-restorable bandwidth (or
is clear thatu?=100% with r R;‘%ﬁ, while 0 < u¢ < 1 termednon-restorability densifyat link s-c and & c-t due
if » € RZ . Note that the first grougid,, is composed of to the failure of links-b would be:
the failure patterns that isolate the source and destimatfo
the connection after its occurrence, and cannot be restored STby - O — vse S g - O — Ver
through any networking approach. Therefore, the ten@[g Yse.sb = k k
andud; in Eq. [2) determine the availability impairment on ’ > bk - Ok > by - Oy
d will be the main focus in this study. Our objective is to F F
perform SBPP for connectiafy Vd € D, such thaw < UZ,, respectively.
and the minimum amount of network capacity is consumed, The bottleneck of the backup LSPs will lie in the link
whereUZ, is the unavailability bound on connectidnandR ~ with the largest value of non-restorability density along
contains all the single and dual simultaneous failures. each link taken by the backup LSPs. Thus, the link with
the largest non-restorability density taken by backup LSP
k due to the failure ons-b can be expressed ag ., =
. ] . max{0, Ysc.sb, Yet.sv} VE € {1,2,.., K}, which is also called
A. Partial Restoration with SBPP the bottleneck non-restoration density each of thek LSPs.

SBPP with a partially restorative backup LSP can b@bviously, the termb, - 0, - qr o is the bandwidth of backup
implemented in the IP/MPLS networks, in the sense thatl&P & dropped due to the bottleneck at the occurrence of
working LSP may be composed of numerous independdailure on link s-b. Thus, the effective restorable bandwidth
nested LSPs such that dropping any/some of them would fiot backup LSPk becomesb, - 0) - (1 — g ). Note that
affect the others. With a partially restorative backup L8Bar in cased ,_, by - 0 < vse, and Y p, by - 01 < ver, all the
SBPP, only a proportion of randomly selected nested LSPsreftoral flows launched by the source node can go through the
the working LSP could be restored in response to a failubackup path without any dropping at node C.
event. In this case, the required spare capacity alongjink The example in Fig[]l is a special case because all the
to accommodate the restoral bandwidth due to failure evenbackup LSPs passing throughc also go throughe-t such
(which hits a group of working LSPs) is denotedsgs.. By that all the backup LSPs have the same bottleneck link.
considering the possible contention between multipleorast The situation could become much more complicated when

vreR%, VreR%,

and Yet,sb =

IIl. PROPOSEDSCHEME



Fig. 1. An example showing the bottleneck, and the densityoofrestorable
bandwidth for a backup LSP: A special case where all the hati8Ps follow
the same route.

fraction of the restoration attempt issued by the sourceenod
of the connection along can go through, and is bottlenecked
at link 4.

To generalize, the effective restorability of a working LSP
is specific to the corresponding backup L8Rand the failure
eventr, and is the exact amount of restorable bandwidth for
the working LSP. However, to determine effective restditgbi
P on failure eventr, we need to derive the effective restoral
bandwidth of each link alond@’, which is in turn determined
by the effective restorability of all the other backup LSPs
interrupted byr, which traverse through any one of the links

we consider the contention among backup LSPs at a ligk P. In the next section, we will develop an approach to

with different source nodes, and physical routes. In th&eca deriving the effective restoration attempt for each back8p
each backup LSP may have a different bottleneck, and ti@en a failure event occurs.

a corresponding non-restorability density, which is inntur

subject to different effective restorability.

Fig.[2 demonstrates an example with five connectidis.
Ws, and W3 go throughs-b-t; while W, andW5 go through
b-t.

b,®,

b, bs (8

—

by (B,

N

(&)
)

Fig. 2. An example showing the bottleneck, and the densityoofrestorable
bandwidth for a backup LSP: A general case.

When the five working LSPs are interrupted at lihk
t, P, P,, and P; going throughs-c-t; and P, and P;
going throughb-c-t are activated with restoration attemft

PathP with 4 links

i Link 2 Link 3 Link 4
E Link 1 ! ! ! E‘
S,
V3 A,
I I

Density of non-restorability of link j: (SJ- TV ) $r

[ [

Fig. 3. An illustration of the bottleneck link along.

B. Random Dropping Mechanism in the MPLS Layer

wherek = 1,2, 3,4, and 5, respectively. The bottleneck non- The random dropping mechanism serves as a key in en-
restorability density, and the bottleneck link fé%, P,, and abling the contention-based partial restoration in the EPL
Pz are determined not only by their restoration attempts, agdre. The implementation of the scheme at each node taken
the spare capacity on each link alosg-t, but also by the by a backup LSP must be fast enough in order not to not
bottlenecks of the other backup LSPs traversing through aingrease the restoration time. Meanwhile, the scheme dhoul
link of s-c-t. Let the bottleneck link foP;, andP; be on link be operated in the MPLS control plane, and should not go

b-c with a bottleneck non-restorability density ,+ = Y5 5¢;,
and the bottleneck link fo;, P,, and P; be ons-c with a
bottleneck non-restorability density »+ = g2.6+ = g3.:- The

through an even higher layer.
One of the most distinguished characteristics in the MPLS
control plane is on the hierarchy of LSPs, where multiple

non-restorability density on link-¢ thus can be expressed asnested labels corresponding to a group of LSPs bundled

3 5
STkl - (L —qupe) + D b - Ok - (1 — qapt) — Ve
k=1 k=4

Yet =

3 5
Do bk Ok - (1 —qupe) + D0 br - O - (1 —qupt)
=1 Ji=4
Sect,bt — Uct
=— (4)
Sct,bt
where  scpt = Zizl b O (1 —qupe) +

together can be popped, or pushed as the traffic is disassem-
bled, or groomed, respectively. To perform random dropping
the node must be able to recognize the bandwidth of each
individual flow nested in the backup LSPs traversing through
the node. This can be done by maintainingrapping tableat

each node, which bears the information of minimum required
bandwidth corresponding to each nested label of the backup
LSPs. This table is updated whenever a backup LSP is
established through the node. Thus, when a dropping ratio on
a backup LSP at a node is given, the node can randomly drop

22:4 bi - 0k - (1 — qae) Is the amount of effective restorationsome of the packets of the LSP by identifying the nested sabel

on link c-t.

defined in the dropping table such that the remaining nested

Fig.[3 exemplifies the definition of the bottleneck link along SPs can go through the node with their minimum required

P. Obviously, link 4 is the bottleneck link foP with the
largest value ofj; » = (s;, — v;)/s; ., Wherev; is the amount

bandwidth satisfied.
Some overheads will certainly be introduced by employing

of spare capacity’j € {1,2,3,4}. In other words, only a the abovementioned random dropping mechanism in both the



protection, and restoration phases. In the protectiongtihe the effective restorability of each backup LSRR € ﬁ?m .

setup of the backup LSPs involves in the effort of maintainintnerefore, in order to solve the effective restorability 7f,
the dropping table in the source, and each intermediate.nogf effective restorability o, € P? . have to be jointly
In the restoration phase, the overhead is due to the eXtted because they are correlattii %Ith each other.

processing time on each packet for the label check. To reducﬁtormally, the bottleneck non-restorability density Bf,
the processing time, high-efficiency packet classifierdcbe  \\here P ¢ P¢  can be expressed as:

equipped. ={m}’
k d d
= 0,9j,{my | ,Ym € W VE|P, € P 6
IV. AVAILABILITY MODEL FOR SBPP ®NNECTIONS 1m) ﬁ*rel%),f{ Yifm ¥ e Ly, ©
Based on the study in [18], the stationary probability vahereyj m) = (8).(m} — ;)/5;.(m}, @nd the termm € W
each failure pattern can be derived. Our goal is to evallwte F’epreseﬁts that SRG is involved in v (i.e.mNWe £ p).
E2E unavailability of connectiod by enumerating all failure Becausey; (,,; is the summation of the restoral flows along

patterns that affect the connection. link j due to the failure of SRGn, we have:

By Eq. (2), the E2E unavailability off can be expressed
asu? = uldy, +ud  +ud . The termul  is contributed by Siqmy = »_ b"0" (1 - qu}) Vie P, (7)
all the dual-failure events defined iﬁgﬁ each interrupting VE|meWd

both W, and P?. Because the failure patterns totally block . . _ ) -
the connection, we can evaluat%ﬁ by simply summing up where the ternd” -6 -(1 — q{m}) is the effective restorability

the stationary probabilities of all the states RZ.: of backup LSPk on the single failure ofn.
p We can derives; (.1, andq’{“m} forVj € Py, VP € L, ..
Ugpp = Z Tr ®) by jointly solving Eq. [6) and[{7) ifv; and 6, are constant.
reRY, With s; 1}, and q’{“m}, the effective non-restorability of the
The termug,, on the other hand, is contributed by alfagged connectiod (denoted asgy,,,) can be expressed by:
failure events belonging thDp that cause interruption oiv <, d
while P4 is not affected. With such failure patterns, contention Um} = ;2?35 {0’ yj,{m}} )

among the restoration attempts Bf’, and the restoral flows
of the other backup LSPs may occur at any link aldpy

Let the failure pattern- be represented by a SRG duple
{m,n} € R%p, wherem_ is the earlier failgd SRG a}nzd the [,d7{m} =(1- gd) e 4 q?m} 9% . 9)
latter one. The evaluation of the temip is divided into the
following two parts. The first is the case wheié? traverses  In the RHS of Eq.[(B), the ternfl — %) - b is the non-
through SRGm which fails earlier; while the second is therestorable bandwidth af due to the partial restoration attempt
case wherdV? traverses through SR@ which fails latter. ¢ launched by the source nodedfThe second tern,,,,-67-
The former is equivalent to the case where a single failure 6fis the non-restorable bandwidth due to the contention of the
m occurs because the restoral flows due to the second failuestoration attempts issued by all the interrupted conmest
can only compete for the residual of the spare capacity which is determined by the bottleneck link aloRg. Based on
each link. In the latter case, we need to consider the reisid&a. (3), the unavailability of the spare capacity aldrgseen
capacity along each link after the restoration of the firgtifa. by connectiond when W, traverses through, and failure

Case 1: {m,n} € R% , and W traverses through SRG pattern{m,n} occurs, is:

wp?
m which failed earlier d ; d d d d
u{m} =bg /04 = (1 —0%) + -0 10
In this case, because the restoral flows due to the latter, {m} a.{m}/ ( ) Tm} (10)
occurring failure will not contend with the restoral flowsetio The overall unavailability can be derived by averaging,,:
the earlier failure, the analysis only needs to considefitbe

Based on Eq[{8), the non-restorable bandwidth of connec-
{ion d due to failure onm can be expressed as:

failed SRGm. Contention among restoral flows may happen, ﬂ‘ép = Z u‘{im} “TMmn) =

which causes random dropping at ligkif the pre-allocated v{m,n}€RY,

spare capacity; is not sufficient to support the intended - d

restoral flows. p du{m} > g Tm.ny (1)
Let d denote a tagged connection in the availability evalu- ymew val{mn}tery,

ation, and the set of backup LSPs that traverse through anyote that after solving the joint Eq$l(6) arid (7) jointly, we
link taken by P? that will be activated due to the failure oncan use Eqs[18) £(10) to derive the E2E unavailability for
{m} be denoted ag{ .. In other words,P; € P{ . if each connection with a backup LSP belonging? ), such

and only if the backup LSP of connectignactivated after that Eq. [T1) can be calculated. Also note that in ém (11),
failure on{m} traverses through any common link wiff’.  could be null to represent the cases where a single failure on
The effective restorability of is determined by the bottlenecky, occurs. In addition, the failure pattefmm, n} where W¢

lin] capacity alongP?, which, in turn, is determined by traverses through both andn are also included in this case.

. d
1The bottleneck link of connectiok is the link with the bottleneck (i.e. Case 2: {”a m} 6 Rep, and W traverses through SRG
maximum of) non-restorability density (i.g, {,,,}) along P*. m, which is the latter failed one



In this case, an approach similar to that in Case 1 is devdlope Therefore, Eq.[{2) can be evaluated by combining Edl (11)
with the only difference in that the restoration is perfochee and Eq. [(IB).
the residual capacity of each link after the first failurettvthe
first failure on SRGn, the terms; (,,;, and the bottleneck link V. AVAILABILITY -AWARE SPARE CAPACITY
of P, (i.e., ¢f,,) can be solved using the method introduced RECONFIGURATION ARCHITECTURE
in Case 1. At this moment, the amount of spare capacity alongBased on the developed E2E unavailability model for a
each link could become less to accommodate the restoral floBBPP connection, a LP is formulated for performing spare
due to the first failure. Let the updated spare capacity alongpacity reconfiguration with availability guarantee f@ck
each link be denoted ag = v; — s (,,;. When the second connection. The following two sections describe our dyreami
failure onm occurs before the repair af we are interested in bandwidth provisioning architecture, and the proposed &P f
deriving s; 1, .}, and the bottleneck non-restorability densitgpare capacity reconfiguration.
of each activated backup LSP (i.qg,mm}). _ _ o _

Let the set of failure patterns OR%Z, where the second A- Dynamic Bandwidth Provisioning Architecture
failure hits W9 be denoted bﬁé%p, Let P? denote the At the arrival of a connection request, it is firstly allochte

set of backup LSPs that traverse through any link taken By Using an arbitrary routing approach. In this study, two
P4, and will be activated due to the dual-failure evéntm}. Previously reported dynamic survivable routing algorithane
Thus, the set of backup LSPs that will be activated in the-du&Pnsidered, including Successive Survivable Routing (SSR
failure event{n, m}, and traverse through any link taken byl 7. and the asymmetrically weighted diverse routing aldwnit

P4 with their working LSPs traversing through. is denoted [25]- The newly arrived connection is temporarily protette
d with SSR for near 100% restorability under any single falur

- d . ..
as P =P — P? . To derives; (, ), & similar _ , erar
={n e fore the spare capacity reconfiguration is done on the

ch to that in Case 1 can be developed by solvi

approach to that in Case 1 can be develope solvin .

PP P y g ackup routes. The LP is solved once per a number for
each connection arrival &and departure events to determine

following two equations:

q’{cn,m} = max {Ovyj,{n,m}} the required restoration attempt of gach connection ahe
JE€Px parameter of?, Vd € D), and reconfigure the spare capacity
V{n,m} € R%p,wqpk eﬁl{in . (12) along each link (i.e.w;, Vi € E) in order to meet the
T availability constraint for each connection. If a reconfaion
wherey; (n.my = (8j,(nm} = 5)/j,{n,m} process cannot be completed before the arrival of the next
network event, the reconfiguration process will be dropped,
S nam} = Z pE . gk . (1 — ql{cn m}) Vj € P, while apqther reconfiguration process on the new netwotk sta
' ’ will be initiated.

Vk[{n,m}eR, . , .
(13) To enable the network-wide reconfiguration on spare ca-

Note that the termd* - 6% . (1 — qun7m} is the effective phaC|]Ey,”a g:entraflmed (;0|”r/1|pulzatlon process |s.a<(jjo?ted,czvher
restorability of backup LSR: on the failure event ofn, m}. the following information/link-states are required frora
! connectiond:

Similarly, we can derives; ,, ,,,), and ql{“nym} by jointly The unavailability constraint for connectiofi € D is
solving Egs.[(IR), and(13) if’, and¢* are known. Therefore, ° denol';ed \;gljd Y ' o< 2
d ; . slar
Tfnmy €aN be derived by: « The working LSP of connectiofi ¢ D (denoted a$V’?).
d - _ pd « The backup LSP of connectiond € D (denoted asP?
4Gy = max {0, Y, tn.m V{n,m} € R% (14) S backup Lok ol . :
{nm} ™ Gepa {093y } b which is SRG-disjoint withi?/¢).
Thus, the non-restorable bandwidth of connectioren be
expressed as: B. Linear Program (LP) for Spare Capacity Reconfiguration
To increase the E2E availability requirement for each con-
nection, we can either increase the spare capacity along som
The availability impairment onP? seen by connectiod links, or increase the restoration attempt of some conoresi
when W traversesn, and failure patter{n, m} occurs, is: or do both of the above. In the proposed availability moded, a
d oy d_ (1 _pd d o LP formulation (which is introduced in the following seatio
W, my = Pafm /U7 = (1= 67) + ) - (16)  both of the approaches in improving the E2E availabilityl wil
The overall unavailability of connectio can be derived be exercised in the proposed method.

B?n,m} = (1 =07 b 4 qf, y 0007 (15)

by averagingu{, ,, for all {n,m} € R{: A LP is formulated to derivé?, andv; for d € D, andj €
o p E such that the availability requirement of each connection
Ugp = Z Uln,m} " T{n,m} (17) is met, and the minimal amount of spare capacity is allocated

V{n,m}eRy, along each link. Because the original formulation is nogdin

By considering Eq.[{J1), and Eq{17), the availabilitn iterative approach is devised, in which the LP is solved
impairment due to failure patterrs;, m} € R, on P% can iteratively by assigning? = 1 in the first iteration. The target

be simply expressed as: function of the LP is:

D0 i ‘
ul =il +id (18) Minimize ZVjeE v;



A set of working variableg; - is defined for all linkj, and
failure patternr € Rfvp with the following constraints:

1>y;» >0 Vj€EVreRs
Yir 21— vj/sj, Vj€BNreRg,

where

Sjor = E

Vk|reRE i€ Py

b6 (1-qr)

1>q!>y;, VjeP'VdeD,VreRs,

To make Egs.[{20)[(21) linear, we set:

E ok
s;,{m} = > b* - 6",
Vk|{m}eRk  jeP;

It is clear that the following two equations hold:

vj/sl%{m} S 1

Sigmy = D

VEk|{m}€RY jEP:

S5 {m} —

(19)

(20)

(21)

(22)

(23)

b0 g,y 20 (24)

Based on Eqs[{2){5) (11), arid{18), the E2E availability of
each connection must meet the given availability requirgme

ud = uﬁon + ufw + u‘ép + i1l Z T + Z e
Vre R, vreR,
+ 3 (0= tah) X Tt

VmeWwd Vn|{m,n}€Rdﬁ,p

> (=0 4y 07) Tpumy VdED
V{n,m}GR%p

(30)

u? <U4, vdeD (31)

Note that the approximation made in EQ.](25) and[&] (28)
is to remove any variable in the denominator such that the
iteration can be solved linearly. After solving an iteratiof
the LP, a new suite of for all d € D in the next iteration
is determined by setting:

¢ — avg (32)

vV{m}€Rgp

In Eq. (32),{m} stands for the case where only SRGis in
the failure state.

C. A General Framework of Survivable Routing with Partial
Restoration

Thus, instead of Eq[{20) for any single failure event, we

have:
Yifmy > 1— —2 >1- - vi + (;{m}_sj,{m})
j{m} = >
v; + Z bk 9k q{m}
_ VK| {m}ERY,,. gep,c
=1 > . Ok

Vk|{m}eRk jGPk

Vi e E,Y{m,n} € R%p

With a similar approach, we set

> bk ok,

Vk|k€Rkp JEP

/ _
Sj{n,m} =

and
[ .
’Uj —’UJ —

Sj{n}-

Thus, for any dual failure event, we have:

/ k k k
vl + > b* 0% qf,
Vk|ke Rk .je€ Py
Yjfnmy = 1 — S bk . gk

Vk|kERE € Py

Vj € E,V{n,m} € Rf},p

where

Sifnmy = D

Vk|kERE, . 5€ Py

bk . gk . (1 . qun,m})

(25)

(26)

(27)

(28)

(29)

We claim that the proposed model serves as a general case
for a number of previously reported designs. In our model,
the effective restorability of connectiehis determined by Eq.
(27)), and Eq.[(28) when the failure event is on a single SRG,
and dual SRGs, respectively, in whigh, , andg? are two
variable parameters ranged in [0,1] that can be manipulated
the LP formulation.

A special case is seen whéfl = 1, andq is binary
(i.e., either 1 or 0) for a connection. In this case the cotior
is treated as indivisible with 100% restoration attempg.(e.

a lightpath in WDM networks). In this case, the formulation
turns out to become an Integer Linear Program (ILP) that will
yield a solution for each connection either 100% restorable
or non-restorable in the presence of each failure pattern. |
other words, for the connection, the occurrence of somertail
patterns is restorable, and the others are not for the ctiongc
where the E2E unavailability can be gained by summing up
all the stationary probabilities of those non-restorabiitufe
patterns.

In the case wherq = 0, and#? = 1 for all possible
failure patterns{n, m} it S|mply degrades to the case where
every connection achieves 100% restorability for any singl
failure. In such a circumstance, no random dropping of any
nested LSP caused by contention could happen.

Another special case is wh =0, and0 < 0% <
where no contention could happen and each restorat|0n flow
is throttled only by the source node based on the restoration
attempt (or the parametéf ). In the case, the restoration of
each connection becomes failure dependent, and the solutio
of the LP will be the same as that without the constraint of

qum} =0 by simply assignin@’{”fhm} =67.(1- qum}). It



is failure dependent restoration becad$e, . is specific to the length of the fiber (in km). The MTTR is defined by two
not only the working and backup LSPs 'of each connectiovalues: MTTR of the fiber, and MTTR of the link interface,
but also which failure pattern occurs. Because the soumdich do not depend on the length of the fiber in any case.
node needs to localize the failures before it knows how mudtihe following table Table Il shows the values used in the
restoration flow it will launch, the implementation could beimulation.:

subject to more complexity, and is unrealistic. TABLE ||

With the proposed approach, the E2E availability of connec- THE MTTF, AND MTTR VALUES IN THE SIMULATION.
tion d can be guaranteed by inputtifgf,,, and the stationary
probability of each failure pattern. The result by solvig t . : “QIT(TF — . f_l':\‘/'TTR —
iterative LP includes??, which is the restoration attempt of122¢ inklkm __| interface | node [oer interface
. . p . MTTFnode | MTTFjinkikm{ MTTFintia MTTRiode | MTTRiber MTTRntta
connectiond, andv;, the spare capacity allocated along link 20000 2380000 | 57000 14 11.4 6.0

l.

Finally, a residual MTTF (and the MTTR) values for a link
can be modeled as a serial system [17].

Simulation is conducted to (1) validate the proposed avail- In the simulation, the convergence criterion is defined as th
ability Model, and (2) verify the effectiveness of the sparg for all d € D was changed by less than 5% in the previous
capacity reconfiguration strategy in terms of the spareagpa iteration, or the number of iteration is larger than 5. We mad
saving ratio. it completed 5 iterations in order to speed up the solution.

Two network topologies are adopted in the simulation: a 18vith such a policy, we have seen in the simulation (which will
node Pan-European network, and a 17-node German refereinealescribed in next section) that most of the connections ca
network, as shown in Fig. 4. reach a very good solution with just a few iterations, esgbci

when the availability requirement for each connection ghhi
wheref? for each connection is close to 1.

V1. SIMULATION

A. Availability Model Validation

A discrete-event continuous time simulation was conducted
on the Pan-European, and German networks. To simulate a
more realistic situation, each link and a or node fails follo
ing a Poisson process with an arrival rateMTTHR, and
1/MTTFhede respectively, where no restriction on the number
of simultaneous failures has been addressed. Failurengpldi
time for each link, and node follows a negative exponential
distribution with the rate ofl/MTTRjx, and 1/MTTRode
respectively.

2 L To validate the proposed availability models, our approach
' is to evaluate the E2E availability of a group of connections

‘ in the network topology in the presence of the arrival and&

Berlin departure of random failure events. For this purpose, Yiigstl

o=

Norden - Hamburg A

, : set of 135 SBPP connections were randomly allocated among
~~Essen all the node pairs using the Successive Survivable Routing
Dusseldorf ’ R (SSR) algorithm [22]. After allocating the connectionse th

spare capacity is reconfigured by solving the proposed LP
formulation, by which the theoretical E2E availability for
each connection using the developed model can thus be

Maqoheim tirberg derived. On the other hand, the simulated value of the E2E
Karisruhe/ p availability of connectioni is derived simply using the ration:
d
o Um Mmch:én ‘l_gimu|ateq: 1- % Wherettot_a| is the Fotal simula_ted
SN NP A time, R is the set of failure events simulated in the experiment,
andt? is the down time of connectiod due to failure event
Fig. 4. (a) the Pan-European network. (b) The German network r.

Fig.[H shows the simulated, and theoretical E2E availabili-
The Mean Time To Repair (MTTR), and Mean Time Tdies for each connection when the restoration attempt of all
Failure (MTTF) values are assigned to each link and. notlee connections is virtually 100%. It is observed that the
of the networks [17]. The SRG of the networks are the link#heoretically derived E2E availability is no less than toe-c
and nodes. Each network link is described by two values: thesponding simulated value for most of the connections due t
‘link interface’, which does not depend on the length of ththe fact that no more than two links could fail simultanegusl
fiber, and the ‘link/km’ where the MTTF is in proportion toin the theoretical availability model, whereas the simolat



10

model allows any number of simultaneous failures to occuwrsing the shortest path first algorithm again on the residual
Thus, a slightly higher E2E availability could be derived imgraph with the working path excluded [25]. The cost function
the theoretical model than that of the realistic one.
We also investigated the impacts by having different valudhe second method is denoted as “alpha”, which is a little
of MTTF for each link and node on the resultant E2Bit different from the first method in terms of the way in
availability of each connection. Fil] 6 shows the diffeenaeriving the working LSP. With “alpha”’, a disjoint path-pai
between the simulated, and theoretical cases by scaling thealculated in the same way as that in “2D” with the cost
MTTF from 0.4 to 2.8 with 100% restoration attempt. Bottunction as2 - ¢, + ¢,, wherec,,, andc, are the cost of the
the theoretical, and the simulated values are averaged owerking, and backup paths, respectively. The method is also
all the connections. We can see that the difference is smadferred to as asymmetrically weighted diverse routinghwit
when MTTF is low, and increases when MTTF is increasedlpha = 2 [16], and has been proved to be very efficient to
The smallest difference is 0.001597% when the scaling factavoid the so called “trap topology”. In most of the cases in
is 0.4. When the theoretical connection availability dréps the simulation, the two SBPP methods frequently yield very
99.6362% with the scaling factor of 2.8, the difference idifferent results in the presence of the same link state.
only 0.016514%, which indicates a high accuracy in our E2E The minimum amount of spare capacity by the conventional
availability model. Two different SBPP routing methodsdxhs SBPP for achieving 100% restorability under any singleufail

1
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Fig. 5. The theoretical vs. simulated E2E availabilitieshwli0O0% restoration

L
20

L
40

attempt for each connection.

L L L L
60 80 100 120

Connection Id

0.999

“’\\ |

T T T
—&— Theoretical value
—+— Simulated value

0.998

NS

0.997

Connection Availability

0.996

e
N

0.995

0.994

0

0.4

0.8

12

1.6

02. 2.4 2.8

Scaling on the MTTF Value in Table |

in the survivable routing process is simply the number ofshop

is taken as a benchmark because the study is rather intkreste
in the improvements that can be made by the proposed recon-
figuration mechanism. Also, we are interested in observing
the performance impacts due to the following two important
design factors: the diverse routing algorithm, and the espar
capacity sharing policy. The former one concerns the route
selection for both working, and backup paths;, while theelat
determines the way of choosirj and the amount of spare
capacity for each connection (e.gy;). Each connection is
equipped with a specific E2E availability requirement in the
range of [0.9, 0.9999].

Dynamically arriving connection requests are generated
with Poisson arrival, and departure following an exporanti
distribution. Because the network capacity saving by using
the proposed spare capacity reconfiguration is of interest,
we adopted the infinite link capacity assumption, where no
blocking of any connection request could occur. The progose
LP formulation is solved on the current link state for eveéy 1
arrival and departure events to evaluate the possible gavin
on the total amount of consumed spare capacity. In the
experiment, the network state is not updated accordingeo th
LP solution, while the capacity savings of each spare capaci
reconfiguration is kept.

Fig.[d shows the averagkderived in each reconfiguration
process with a specific availability constraint for eachrem:
tion. We can easily observe that the restoration attempact e
connection (i.ef;) can be manipulated in the proposed spare
capacity reconfiguration process to meet the E2E avaitgbili
constraint of each connection. Note that the conventioBRIFS
scheme always hag; = 1, and 100% restorability for any
single failure. An error bar corresponding to each data & th
experiments shows the minimum and maximum value$, of
which is very small and hardly recognized in the graphs.[Fig.
also shows that no significant difference is made by using the
two survivable routing algorithms even if “2D” yields much
higher blocking probability due to the topological trapstél

Fig. 6. Difference between the theoretical, and simulatednection
availabilities for different scaling on MTTF values with A% restoration
attempt of each connection.

that in the German reference network, "four-nines” avalityb

can hardly be achieved with a single backup LSP according
to the given MTTR, and MTTF data. That means that we may

on the Active Path First approach (APF) are considered. Theed to add one more backup LSP since even 1+1 protection
first method is denoted as “2D”, where the working LSP imay not be sufficient to achieve four-nine availability.

simply the shortest path, while the backup path is derived bylt is also interesting to observe in Figl 7 that with the
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1 1
0.9 SBPP 2D —— oo 09
881 sBPPalpha -3¢ gz 08
. 10p) .
& 06 w06
2 05 e o5F IS
£ 03 28 04
83 g 83 SBPP 2D —+—
O% xo 0.% SBPP alpha -3¢
9 .94 97 .98 .99 .999 .9999 9 .94 .97 .98 .99 .999 .9999
Requried availability Requried availability
(a) Results of the Pan-European network. (a) Results of the Pan-European network.

1 1
0.9 SBPP 2D —— oo 0.9
08T sBPP alpha )¢ sz 08
0.7 . of 07
& 06 0l Q06
g Q5 o2 05F Ry
£ 04 28 04 R
93 £ 03f seP2Db —— T
0.(1) w N xo O.(lJ SBPP alpha -
.99 .9/64 .997 .998 .999 19999 .99999 .99 .994.997 .998 .999 .9999 .99999
Requried availability Requried availability
(b) Results of the German network. (b) Results of the German network.

Fig. 7. Restoration attempt (Theta) vs. different avaligbiconstraints Fig. 8. The spare capacity saving ratio vs. different abditg constraints.
defined for each connection.

- 1800
restoration attempt of each connection always to be 1 may g iégg SEPD s e
not yield better overall availability than that by our scheem gg 1400
with the restoration attempt less than 1. In the Pan-Eumopea 28 1568
network, the conventional SBPP scheme yields an average @ 1§§§
availability of 0.9994. After the LP optimization with the 0 02 04 06 08 1
required availability set as 0.99968, we get a feasibletgwiu Average Theta
with the average restoration attempt value less than 1. This
is due to the fact that any connection that has a larger-than (a) Resuilts of the Pan-European network.
required restoration attempt would impair the availayititf
the other connections sharing the common spare capacity. 1200
This observation also demonstrates the importance ofdurth 1100 SBPP2D —— e

SBPP alpha - o XX

Q

exploring the design dimension of restoration attempts in %% 900
developing spare capacity reconfiguration algorithms. §§ 2%

Fig. [8 shows the average saving ratio on spare capacity, E 288_
which is defined as the average amount of spare capacity saved 400 0 0.2 0.4 0.6 0.8 1
from that by the conventional SBPP in a single reconfigunatio Average Theta
process normalized by the result of the conventional SBPP. |
is observed that, when the availability requirement is éo0s (b) Results of the German network.

(i.e.,ad,=1-U4,=0.910 0.99¥d € D), the average spare

capacity saving ratio is close to 100% since because a baclE!'_ﬁE 9. The total consumed spare capacity versus the aveedge of theta

LSP with a small amount of spare capacity could be enoughvw respect to different availability constraints for &fle connections.

meet the availability constraint for some connections. b t

other hand, the average saving ratio is approaching to 0 when

the availability constraint is going higher, where the amoumore connection requests were blocked due to the smaller

of spare capacity taken by each connection becomes simé&erage nodal degree, which causes topological traps.

to the case of the conventional SBPP. In the simulation, the LP was solved using by LP Solver,
Fig. [ illustrates the total consumed spare capacity alomdnere a high-end Dell workstation with dual Xeon 2.8GHz

each link versus the average value of the restoration atterppocessors, and 1GB memory was adopted. In the experiments

of each connection. It is observed that the consumed spareboth of the network topologies, the computation time for

capacity along each link is getting increased when the rastoperforming a single spare capacity reconfiguration process

tion attempt is increased, which meets our intuition. It is generally a few minutes. Because solving the LP takes

notable that the “2D” design consumed significantly lowgsolynomial computation time in each iteration, the progbse

total spare capacity in the German network because musdheme is considered to be computationally efficient.
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