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1 Introduction

Nowadays, many commercial telecom and multimedia providers have started to broadcast
their contents over the Internet in order to reduce costs and reach new users. This continuous
convergence is producing a more and more heterogeneous traffic with different demands as
many real-time applications such as VoIP, IPTV, online gaming, etc. have become available.
However, the integration has happened so fast that the network community could not adapt
the IP protocol suite fast enough to keep up with the new requirements and there still exist
missing components to facilitate the desired transmission quality.

One of the main concerns is that an operational network frequently suffers component
failures [18, 10, 28, 32, 22] and the currently used reactive techniques [4, 2] take too much
time to recover the appropriate paths and bypass a failed component. Instead, faster local
rerouting-based proactive approaches can be used, whereby after a failure, the traffic could
be immediately switched to an alternate route by means of precalculated backup paths.
Local rerouting means that the adjacent router tries to solve the problem locally without
notifying every other router about the failure.

Although there have been numerous proposals to provide faster proactive protection in
IP networks [1, 17, 12, 31, 6, 16], so far only the Loop-Free Alternates (LFA, [3]) technique
has been widely implemented in today’s commercial routers. The main idea in LFA is to
ensure that, in case of the failure on the primary forwarding path, there be a suitable backup
neighbor whose path to the destination is unaffected by the failure. The strength of LFA
lies in its simplicity, however, this simplicity comes at the price that not all networks could
be protected. For instance, consider the network depicted in Fig. 1, and suppose node s

a s b d′′

d′ d e f

Figure 1: A simple network where certain failure cases can be protected neither by LFA nor
by Remote LFA. The arrows indicate the shortest paths from s to d′ and d′′

wants to send a packet to node d′, but the link between node s and its next-hop a has failed.
In this case, s cannot pass the packet to its other neighbor, as node b’s shortest path to d′

may go through nodes s and a, this way causing a loop.
Recently, a generalization of LFA, called Remote LFA (rLFA, [5]), has been defined

where, in contrast to simple LFA, not just direct neighbors but remote nodes too can be
considered when searching for the backup path. In our example above, if a tunnel1 was
created between s and e, then e, now being a direct neighbor of s, would become an LFA as
node e’s shortest path to d′ bypasses the failed link (s, a). However, rLFA is equally plagued
by LFA’s main weakness, namely, that there are many networks that cannot be completely
protected, leaving these networks vulnerable to certain failure scenarios. Suppose that if

1Note that the tunneled traffic is restricted to shortest paths just like “normal” traffic, hence the tunnel
must avoid the failure as well.
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node s wishes to send a packet to node d′′ and the link (s, b) fails. Then, (s, b) cannot be
protected since all nodes whose shortest path does not go through (s, b) can only be reached
from s through (s, b) itself. This suggests that while the use of rLFA definitely can provide
higher protection level against link failures than pure LFA, it still does not facilitate full
protection for all failure cases in a general topology.

2 Research Goals

The objective of my Dissertation is to give a comprehensive mathematical analysis of the
different forms of LFAs and show to what extent a network can be protected by these
mechanisms when single link or node failures occur. I study the aspects of a network’s
topology that make it unsuitable to attain full protection with LFA over that network and I
also show best-case scenarios. Furthermore, I investigate whether the failure case coverages
could be improved by optimizing the network topology.

In particular, in the first part I investigate to what extent a network can be optimized
to improve the level of protection provided by LFA with only minor changes to the topol-
ogy. I examine the complexity of these problems, and I give algorithms to solve them. I
demonstrate that the protection provided by LFA can be boosted close to 100% failure case
coverage against single link failures, while I also show that my methods are effective against
the rarer but relevant case of single node failures as well.

In the second part, I extend the failure case coverage analysis and network optimization
techniques, so far only available to LFA, to the upcoming rLFA technique, and I show
that the level of protection can be improved significantly by Remote LFA compared to the
protection provided by pure LFA, and I analyze which particular topological properties
bound the failure case coverage of Remote LFA.

Last but not least, I show network optimization techniques to provide 100% rLFA failure
case coverage irrespectively of whether link or node protection is considered.

I believe that my results may contribute to the general understanding of the level of
protection that the LFAs can provide, and may help hesitating network operators to reach
a verdict of using any of the available approaches.

3 General Assumptions

In my Dissertation, I am dealing with LFA and rLFA intended to provide fast failure
recovery in an intra-domain setting. Consequently, I suppose that the analyzed network
is an autonomous system, where all routers have a complete view of the network, i.e.,
a link-state routing protocol such as OSPF [24] or IS-IS [14] is deployed. I also assume
that the calculation of next-hops is based on only the destinations’ addresses and no other
information (e.g., source routing, additional notifications) is taken into account. Moreover,
each node has a well-defined next-hop to each destination, even if Equal Cost Multiple
Paths (ECMPs) exist, i.e., when the number of shortest paths from a (source) node to a
destination is more than one, then one of them is selected, exclusively. This is mostly a
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technical assumption to ease the mathematical treatment and it is easy to relax if necessary.

I further assume that only interior destinations must be protected, thus every failure
outside the autonomous system should be treated by inter-domain routing protocols such
as BGP, or by the IGPs of other autonomous systems. Since in BGP, the routing is not
solely based on shortest paths, in this Dissertation, I do not deal with failures among ASes.

Furthermore, since the most common failures are transient single failures [21, 13], I only
deal with single link or node failure. Note, however, that in case of node protection special
care must be taken to handle the so called last-hop problem, which arises when destination d
is an immediate neighbor of source s and the default shortest path between them is exactly
the link (s, d) (see, for instance, the case of the source-destination pair (b, d′′) in Fig. 1). In
such cases, the node failure we want to protect is exactly the failure of the destination d
itself, which case is hardly protectable by LFA. Therefore, to resolve this issue and increase
the overall level of protection, it is recommended to support fallback to link protection in
these cases [19]. However, from a traffic engineering point of view maximizing the coverage
in such a way may not be the right approach, since the affected traffic may be dropped
on congested backup links. So, there is no standard on how this case should be treated.
Therefore, in my Dissertation I consider both cases. During my LFA analysis, for such
source-destination pairs I only require that the link (s, d) be protected by a link-protecting
LFA, and I ignore the node-protection requirement. On the other hand, in my Remote
LFA analysis I consider node protection as undefined between an arbitrary neighboring
node pair. However, if there is a significant difference between the two approaches, I shall
examine both cases.

Furthermore, it should be noted that in case of multilayered networks many overlay (IP)
links use one physical link as the transmission medium. The failure of such a particular link
(e.g., a cable cut-off) may cause failures in a set of virtual links in the overlay topologies.
Dealing such cases of multiple failures is out of scope of my Dissertation.

From graph topological aspect, I assume that the network is a simple, undirected,
weighted graph and the links are bidirectional and point-to-point, i.e., no SRLGs (Shared
Risk Link Group) or LANs (Local Area Network) exist throughout the network. Further-
more, the costs of the links are symmetric. In case of Remote LFA, I initiate the analysis
in graphs with unit costs. Note that unweighted graphs are highly relevant in real-world
networks, and as shall be shown, results for LFA can only be generalized to rLFA under the
unit cost assumption.

Since an arbitrary link can only be protected if the graph of the network is 2-edge-
connected, I assume this minimum topological requirement for link-protecting case. For the
case of node protection, I also assume the graph to be 2-node-connected. Connectedness
is important, since if after a failure the network fell into two distinct parts, there is no
technique that can ensure a working path between an arbitrary source-destination pair.

4 Methodology

According to the general assumptions, I always model a network as a simple, undirected,
weighted graph G(V,E) with V being the set of nodes and E the set of links. Let n = |V |
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and m = |E|, and denote the complement link set with E. A particular link is denoted
by (i, j), where i and j are nodes from V . Link costs are represented by a cost function
c : E 7→ N . The cost of a link (i, j) is denoted with c(i, j). Since link costs are assumed to
be symmetric c(i, j) = c(j, i). In order to describe the length of the shortest path between
an arbitrary node pair (u, v), I use the notation dist(u, v). As a consequence of considering
bidirectional and symmetric links, dist(u, v) = dist(v, u).

In my model, I always sought graph-theoretical lower and upper bounds on failure case
coverages in order to study the performance of the different protection mechanisms in artifi-
cial and in real-world network topologies. In the former case, I generated different networks
known from the literature such as topologies used in telecommunications (e.g., rings, grids)
and well-known topologies from graph theory such as Möbius ladder and bipartite graphs.
On the other hand, real-world topologies could be inferred from several existing ISP (In-
ternet Service Provides) datasets such as the Rocektfuel [20], SNDLib [29], and Topology
Zoo [15].

I was always careful to study networks with different topological properties, e.g., size of
the network, density, average node degree, connectivity. After I found that in an arbitrary
network the failure case coverages can be particularly poor, I tried to find network optimiza-
tion methods to improve them. In these cases, my aim was solely to improve the failure case
coverages of the different forms of LFAs, and I did not deal with traffic engineering or load
balancing related issues, or possible congestion that could occur when the protected traffic
is directed to a (possibly) crowded link. To validate proposed theorems mathematical proofs
were made. In general, the results indicated that most of the problems are NP-complete,
so exact algorithms (ILPs) were formulated to solve them. However, in most of the cases
(algorithms mainly run on real network topologies), approximating heuristics were neces-
sary to obtain reasonable results within a limited time frame. In the latter cases, I used
greedy algorithm as a first approach. Then, a simulated annealing based heuristic framework
was developed with many tunable parameters to avoid getting stuck in local optima that
may happen by the greedy approach. However, as shall be shown, the greedy approach
outperformed the simulated annealing based framework in many cases.

Last but not least, the simulation tools were implemented particularly in C++/ LEMON2

and the results were conducted through various BASH3 scripts. In some cases, the networks
were described in Geographic Markup Language (GML), therefore in order to analyze them
with LEMON a conversion was needed, which was carried out by my own software, called
GML2LGF converter [9].

2LEMON stands for Library for Efficient Modeling and Optimization in Networks. It is a C++ template
library providing efficient implementations of common data structures and algorithms with focus on combi-
natorial optimization tasks connected mainly with graphs and networks (http://lemon.cs.elte.hu/trac/lemon
accessed in October 2013).

3Bourne Again SHell - it is a command-line interface for interacting with Unix/Linux based operating
systems.
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5 New Results

5.1 Loop-Free Alternates

As it was briefly shown in Section 1, in LFA, when a failure occurs, the adjacent router
tries to pass the packet to an alternate neighbor that still has a functioning path to the
destination.

Next, I show the conditions and different protection schemes of LFA formally. Consider
the network depicted in Fig. 1. Suppose that node s wants to send a packet to node d and
its default next-hop a is unreachable, since the link (s, a) between them went down. In this
case, s has to find an alternate neighbor, which will not pass the packet back. Fortunately,
node b fulfills this requirement, so s can reroute the traffic destined to d towards b. Here,
we say that b is a link-protecting LFA for node s towards destination node d [3].

Definition 5.1. Given a connected graph G(V,E), some source s and destination d, let e
be the default next-hop of s towards d. Then, some neighbor n of s is a link-protecting LFA
for s to d if

(i) n 6= e, and

(ii) the loop-free condition applies:

dist(n, d) < dist(n, s) + dist(s, d) . (1)

One can easily verify this condition. If the distance from node n to d is strictly less than
the distance from n back to the source node s then to node d means that node n will not
pass the packet back to s, this way bypassing the failed link (s, e).

Similarly to link protection, node-protecting LFA can also be defined.

Definition 5.2. For some source s and destination d, let e be the default next-hop of s
towards d. Then, some neighbor n of s is a node-protecting LFA for s to d if, in addition
to (i) and (ii) in Definition 5.1, the node-protection condition also applies:

dist(n, d) < dist(n, e) + dist(e, d) . (2)

5.2 Improving LFA Coverage by Optimizing IGP Link Costs

As observed above, there are certain failure cases that can be protected neither by LFA nor
by Remote LFA. This calls for developing network optimization tools to tune the network
topology in a way as to increase the number of failure cases protectable by LFA. There
are various approaches to reach this end. One way is LFA Network Design, which aims to
design LFA-friendly network topologies right from the outset [11]. Another approach is LFA
Graph Extension, where the task is to augment the network topology with a few number of
new links to boost LFA coverage [25, 27]. On the other hand, LFA Cost Optimization asks
to construct IGP link costs in a way as to maximize the number of possible failure cases
protectable by LFA [30, 23, 26, 8]. Furthermore, Combined LFA network optimization [7]
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asks for both adding new links and optimizing link costs to the same end, since a negative
side effect caused by one of them can be compensated by the other one.

In this section, I investigate LFA Cost Optimization problem, which again asks to opti-
mize link costs in a way as to maximize the level of protection provided by LFA.

By analyzing the LFA Cost Optimization problem, I have obtained the following results.

Thesis 1. I have defined the LFA Cost Optimization problem formally. I have proven that
this problem is NP-complete both in the link-protecting and node-protecting cases, and I
have proposed a heuristic framework to obtain approximate solutions. By extensive numer-
ical evaluations, I have found that my algorithms yield at least 10% improvement in LFA
coverage on many real-world network topologies.

5.2.1 Problem Formulation

Formally, LFA Cost Optimization problem for the link-protecting case can be defined as
follows:

Definition 5.3. LFACostOptLP(G, S): Given a graph G(V,E) and a set of source-destination
pairs S, is there a cost function c so that ηLPS (G, c) = 1?

Easily, a similar problem formulation LFACostOptNP(G, S) exists for the node-protecting
case as well. When no ambiguity arises, I shall refer to both problems simply as LFA-
CostOpt. In addition, I shall in many cases treat the optimization version of these problems,
that is, I shall seek the costs that maximize network-wide LFA coverage instead of merely
asking whether or not a cost setting for full protection exists.

5.2.2 The Potential of LFA Cost Optimization

The question immediately arises as to whether it is worth optimizing costs for LFA at
all. Easily, readjusting costs in most of the cases alters, possibly in a negative way, default
shortest paths, which might have been previously tweaked with great accuracy to match the
needs of the network. As the following claim indicates, the wins achievable with optimizing
link costs for LFA can be substantial (more than 50%), which might compensate for the
losses in forwarding efficiency in certain cases.

Thesis 1.1. [J2, C1] For any k > 0 integer, there is a graph G on n = 4k + 2 nodes with
two cost functions c1 and c2, so that |η(G, c1)− η(G, c2)| ≥ 1

2
.

Consider the so called “Möbius ladder” topology with unit costs depicted in Fig. 2(a),
wherein the link-protecting LFA failure coverage ηLP(G, c) = 0.4. However, in Fig. 2(b), the
costs of diagonals are chosen so that the paths between any two nodes are shorter around the
ring than through it via a diagonal. This way, as one easily verifies, every source-destination
pair is protected, i.e., ηLP(G, c) = 1. Moreover, since the paths from the LFAs reached by
the diagonals bypass the failed next-hops as well in every case, ηNP(G, c) = 1.

This graph construction can be generalized to arbitrary Möbius ladder topology on
n = 4k + 2, where k ∈ {1, 2, 3 . . .}, and one can always choose the above cost setting
strategy to achieve complete LFA protection.
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Figure 2: Illustration for Thesis 1.1

5.2.3 Computational Complexity

I studied the computational complexity of the LFA Cost Optimization problem in the link-
protecting case.

Thesis 1.2. [J2, C1] I have proven that LFACostOptLP(G, S) is NP-complete.

The complexity directly comes from the fact that shortest paths change during the
optimization process, therefore it is possible that altering a link cost can provide protection
for a certain source-destination pair, but it may eliminate LFAs to other destinations.
Moreover, if only one destination node is considered at a time, the complexity still remains
NP-complete. This problem can be mapped to Protection Routing problem (PR, [17]),
wherein the aim is to provide protection against single node failures by means of different
directed spanning DAGs (Directed Acyclic Graph). It was proven that PR is NP-complete,
and I have shown in [C1] that LFACostOptLP(G, S) can be (Karp-)reduced to PR, since a
cost function uniquely determines a certain DAG and vice versa. I have observed that the
proof remains valid if we treat link failures only and disregard node failures.

Since the above-mentioned PR problem essentially treats only node failures, the reduc-
tion given for the link-protecting case in Thesis 1.2 remains valid for node-protecting case
as well.

Thesis 1.3. [J2] I have shown that LFA Cost Optimization problem remains NP-complete
in the node-protecting case.

5.2.4 Numerical Evaluation

In [J2, C1], an exact algorithm was given to solve this problem, but in most of the cases
it could not finish in finite time. Therefore, developing approximating heuristics seems the
only viable option in order to solve this problem.

Thesis 1.4. [J2, C1] I have developed a family of fast and efficient heuristics for solving the
LFACostOptLP(G, S) problem. A series of extensive simulation studies I have conducted
on real and artificial network topologies suggest that on average at least 10% LFA coverage
improvement can be attained in real-world network topologies.
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Table 1: Brief results for the LFA cost optimization heuristics in some real topologies.
Topology n m ∆ ηLP (G, c) ηLP (G, c∗) ηNP (G, c) ηNP (G, c∗)

AS1221 7 9 2.57 0.809 0.833 0.452 0.523

AS1239 30 69 4.60 0.873 0.963 0.757 0.937

AS1755 18 33 3.66 0.872 0.993 0.764 0.941

AS3257 27 64 4.74 0.923 1 0.726 0.938

AS3967 21 36 3.42 0.785 0.953 0.642 0.897

AS6461 17 37 4.35 0.933 1 0.738 0.886

Abilene 12 15 2.5 0.56 0.674 0.515 0.606

AT&T 22 38 3.45 0.822 0.987 0.58 0.82

Deltacom 113 161 2.85 0.577 0.662 0.488 0.581

Geant 37 55 2.97 0.69 0.76 0.41 0.622

Germany 17 25 2.94 0.695 0.911 0.562 0.727

InternetMCI 19 33 3.47 0.904 0.932 0.704 0.809

Italy 33 56 3.39 0.784 0.944 0.57 0.803

I have defined a family of heuristics with tunable performance and running time, which
facilitates for picking the right approximation algorithm for the particular topology and
network optimization goals under consideration. By extensive simulations conducted on a
wide selection of realistic network topologies, I have found that in many real network topolo-
gies close to perfect LFA coverage can be achieved with cost optimization. In particular,
I have found that the denser the network, the higher the LFA coverage. For instance in
networks, where the average node degree is greater than 3 are amenable to LFA, but when
the degree falls below 3, the chances of getting a high LFA coverage rapidly vanish. Brief
results of link-protecting case attained in real topologies are presented in Table 1, where n
and m mark the number of nodes and the number of links, while ∆ denotes the average
node degree. ηLP (G, c) and ηLP (G, c∗) represents the initial link-protecting LFA coverage
and the link-protecting LFA coverage obtained by LFA Cost Optimization, respectively.

My results indicate that LFA Cost Optimization greatly helps the operator to provide
higher availability in the network, even when adding new connectivity to the topology is not
feasible. In addition, I have found that the running time of the approximation algorithm
strongly depends on the topology, in particular, on the number of links and nodes. In some
cases, all 500 rounds terminate in just a couple of minutes, but sometimes it takes a couple
of hours. Note that running time is not that important in practice, because LFA Cost
Optimization is performed offline only once, before the final deployment of a network.

Thesis 1.5. [J2] I have extended the algorithmic framework to cover the node-protecting
case as well, and I have conducted simulations indicating that the algorithms increase LFA
protection against single node failures by 10-20%.

By means of extensive simulations, I have found that the extended algorithm could
improve node-protecting LFA coverage by about 10−20%, so the average initial 60% failure
case coverages could be boosted up to 75− 80%. As in the case of link protection, succinct
results of the node-protecting case obtained in real topologies can be seen in Table 1, where
ηNP (G, c) denotes the initial node-protecting LFA coverage, whilst ηNP (G, c∗) marks the
node-protecting LFA coverage attained by LFA Cost Optimization.
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5.3 Combined LFA Network Optimization

So far, the LFA Graph Extension problem and the above LFA Cost Optimization problem
have been studied separately in the literature. However, in certain cases a network operator
may not be able to rely on solely one of them. The cost of augmenting the network with
new physical links can be reasonable expensive, and in certain cases only one additional
link would be required to attain the desired reliability. On the other hand, when other
objectives, such as traffic engineering or load balancing play a more important role, altering
the link costs and by this way affecting certain shortest paths may cannot be tolerated.
Moreover, an additional link may alters existing shortest paths, which can be compensated
by optimizing link costs at the same time. In these cases, an efficient combination of the
aforementioned two methods could help network operators to find a compromise solution.
By analyzing Combined LFA Network Optimization, I have attained the following results.

Thesis 2. I have defined the Combined LFA Network Optimization problem formally. I
have proven that this problem is NP-complete in both the link-protecting and node-protecting
cases, and I have shown how the LFA Graph Extension and the LFA Cost Optimization
methods should be combined. I have also given simulations indicating that both adding new
links to a network and optimizing link costs at the same time are effective ways to improve
the LFA coverage in operational networks.

5.3.1 Problem Formulation

The Combined LFA Network Optimization problem can be formulated as follows:

Definition 5.4. LFACombinedOptLP(G, S, k): Given a simple, undirected, weighted graph
G(V,E), a set of source-destination pairs S, and a positive integer k, is there a set F ⊆ E
with |F | ≤ k and properly chosen cost function c, so that ηLPS (G(V,E ∪ F ), c) = 1 ?

The difference from the LFA Graph Extension problem is that in the above formulation
we allow for link costs and, consequently, the shortest paths to change.

5.3.2 Computational Complexity

Thesis 2.1. [J1] I have shown that the Combined LFA Network Optimization problem is
NP-complete.

From all the optimization problems treated so far, Combined LFA Network Optimiza-
tion is the most difficult, since both subproblems it covers are NP-complete. Hence, this
combined problem is NP-complete as well.

Therefore, instead of aiming for an optimal solution, I propose a heuristic algorithm
based on the consecutive application of the heuristics presented for the individual aforemen-
tioned subproblems. In particular, in every iteration I executed an LFA Graph Extension
phase followed by an LFA Cost Optimization phase. In the first phase, I add one new
link to the network. In the LFA Cost Optimization phase, I compute a link cost setting
that approximately maximizes the LFA coverage on the augmented graph obtained in the
previous phase. The two phases are applied iteratively one after the other, until the LFA
coverage reaches 1.
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Thesis 2.2. [J1] I have shown that the combined algorithm significantly reduces (on average
by more than 50%) the number of additional links necessary for reaching 100% LFA coverage.

So far, the combined algorithm was found to produce the best results, indicating that
in many real networks complete LFA-based protection is attainable with adding only a few
new links.

5.4 Analysis of Remote LFA Failure Case Coverage

Remote LFA (rLFA) is an extension to LFA that provides additional backup connectivity
when none can be provided by the basic mechanisms. As it was shown in Fig. 1, in Remote
LFA when a link cannot be entirely protected with local LFA neighbors, the protecting
router seeks the help of a remote LFA staging point by means of tunneling. Note that such
tunnels are only used as detours, so they do not affect the normal flow of traffic in any ways.
There are numerous tunneling mechanisms that fulfill the requirements of this design. In an
MPLS/LDP (Multiprotocol Label Switching-Label Distribution Protocol) enabled network,
for instance, a simple label stack can be used to provide the required tunnel.

We have seen as well, however, that while the use of rLFA definitely can provide higher
protection level than pure LFA, it still does not facilitate full protection for all failure cases
in a general topology.

Below, I show when can be a certain source-destination pair protected via Remote LFA.
In case of link failure, the set of routers, which can be reached from a source without
traversing the failed link is termed the P − space of the source with respect to the failed
link (hereafter PLP, where LP refers to link-protecting case). The set of routers from which
the destination can be reached without traversing the failed link is termed the Q − space
(hereafter QLP) of the destination with respect to the failed link. Since the source router
will only use a repair path when it has detected the failure of the link, the initial hop of
the repair path needs not be subject to the source’s normal forwarding decision process.
Therefore, the term “extended P-space” was also defined, which is the union of the P-spaces
of each of the source’s neighbors. The intersection of the source’s PLP (or Pe

LP) and the
destination’s QLP with respect to the failed link defines the viable repair tunnel endpoints,
known as PQLP-nodes, which are practically the Remote LFAs. When extended P-space is
also taken into account, the PQLP-nodes are considered as extended Remote LFAs. In case
of node protection, terms (PNP, Pe

NP QNP, PQNP-nodes) can be defined in a similar way.

In the following, I give new tools for a graph-theoretical analysis of rLFA coverage, as
measured by µLP(G) and µNP(G), and I point out some of the intricate relations of basic
LFA and Remote LFA.

Thesis 3. I have performed analytical and numerical study of the level of protection achiev-
able by Remote LFA in both link- and node-protecting cases. I have given alternative suffi-
cient and necessary conditions for a node pair to be rLFA-protected in an arbitrary network.
I have found a deep connection between basic LFAs and Remote LFAs, and I have proven
that in unit cost networks extended Remote LFA provides 100% failure case coverage against
single link failures. I have also proven that this statement does not apply for node protection.
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5.4.1 Link-protecting Case

First, I have reformulated the notions of P-space and Q-space in terms of shortest path dis-
tances, similar to the way in which pure LFAs were defined in [3] (see Eq. 5.1 and 5.2). This
brings us to the following alternative sufficient and necessary conditions for link-protecting
rLFAs:

Thesis 3.1. [C2, J3] For source s, destination d, and next-hop e, some node n 6= s, d is a
link-protecting Remote LFA for the s− d pair (i.e., n ∈ rLFALP(s,d)) if and only if

dist(s, n) < dist(s, e) + dist(e, n) (3)

dist(n, d) < dist(n, s) + dist(s, d) . (4)

One can easily see that (3) in essence states that for source s and next-hop e some n ∈ V
is in PLP(s, e). In addition, (4) means that for source s and destination d some n ∈ V is
in QLP(s, d) and so the repair tunnel cannot traverse the failed link. This condition also
corresponds to the basic loop-free criterion of link-protecting LFAs.

Second, I have reformulated the notions of “extended P-space” in terms of shortest path
distances. Again, this leads to the following alternative sufficient and necessary condition
for link-protecting extended rLFA:

Thesis 3.2. [C2, J3] For source s, destination d, and next-hop e, some node n 6= s, d is
an extended link-protecting Remote LFA for the s− d pair if and only if

∃v ∈ neigh(s) : dist(v, n) < dist(v, s) + dist(s, e) + dist(e, n) (5)

dist(n, d) < dist(n, s) + dist(s, d) . (6)

In the following, I give the relation between simple LFA and Remote LFA, in particular
I show the consequence that can be drawn if one of them exists.

Thesis 3.3. [C2, J3] I have proven the following equivalence conditions for basic LFA and
rLFA in both link- and node-protecting cases:

• For an arbitrary node u ∈ rLFA(s, d) and u ∈ neigh(s) ⇒ u ∈ LFA(s, d), where
neigh(s) is the set of nodes which are directly connected to node s.

• For an arbitrary node u ∈ rLFA(s, d) and u ∈ neigh(s) ⇔ u ∈ LFA(s, d) under the
assumption that costs are uniform.

5.4.2 Node-protecting Case

Similarly to the case of link protection, I have reformulated the notations of P-space and
Q-space in terms of shortest path distances, which lead to the following alternative sufficient
and necessary condition for node-protecting rLFA:
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Thesis 3.4. [J3] For source s, destination d, and next-hop e, some n 6= s, d is a node-
protecting Remote LFA for the s− d pair (i.e., n ∈ rLFANP(s,d)) if and only if

dist(s, n) < dist(s, e) + dist(e, n) (7)

dist(n, d) < dist(n, e) + dist(e, d) . (8)

Again, (7) in essence states that for source s and next-hop e some n ∈ V is in PNP(s, e).
Moreover, one can easily observe that the condition of PNP remains the same as for PLP.
Furthermore, the statement of (8) is the basic loop-free criterion of node-protecting LFAs.

I have also reformulated the notation of “extended P-space” in terms of shortest path
distances for the case of node protection, which again brings us to the following alternative
sufficient and necessary condition for extended node-protecting rLFA.

Thesis 3.5. [J3] For source s, destination d, and next-hop e, some node n 6= s, d is an
extended node-protecting Remote LFA for the s− d pair if and only if

∃v ∈ neigh(s) : dist(v, n) < dist(v, e) + dist(e, n) (9)

dist(n, d) < dist(n, e) + dist(e, d) . (10)

Note that the reformulated conditions in Thesis 3.1, Thesis 3.2, Thesis 3.4, and Thesis 3.5
are true for any arbitrary weighted network.

In the next two theses, I compare the rLFA coverages attainable with plain and extended
rLFAs.

Thesis 3.6. [C2, J3] I have shown that extended Remote LFA provides complete protection
against single link failures in any unit cost network.

In an arbitrary 2-edge-connected graph with unit link costs, µLP = 1 if and only if for
each (u, v) ∈ E, u has a rLFALP to v and vice versa. We know that (u, v) is contained in
at least one chordless cycle, which has a length of k. One can easily observe that if k is
odd, then PQLP-space is not empty, while if k is even, then by means of extended P-space
possible repair tunnel endpoints can be still obtained.

In the following, I show that Thesis 3.6 does not apply for node-protection.

Thesis 3.7. [J3] I have shown that, in general, extended remote LFA does not necessarily
provide complete protection against single node failures, not even in unit cost networks.

Consider the case of Fig. 5.4.2 where the next-hop c went down and node s wishes to
send a packet to node d. The shortest path between them is denoted by the solid arrow.
The potential repair tunnel endpoints are in PQNP-nodes, which is empty in this case.
Unfortunately, this remains the case even if using the Pe

NP would be an option. This means
that there are networks that cannot be 100% protected against node failures by nor “plain”
neither “extended” Remote LFA.
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Figure 3: Extended P-space cannot guarantee full protection against single node failures

5.5 Lower Bounds and Network Optimization for Remote LFA

In the following, I return to the case of “plain” Remote LFAs and I suppose that only this
option is available in seeking possible repair tunnel endpoints.

My first goal is to give a graph-theoretical characterization of rLFA coverage. In particu-
lar, my aim is to identify the attainable lower bounds of plain rLFA failure coverage against
both link and node failures in unit cost networks. Along the way, I give some methods to
easily calculate µ(G) in different families of graph topologies notable in building resilient
networks.

As it turns out, there are some networks in which Remote LFA failure coverage is partic-
ularly low. Therefore, my second goal is to define special network optimization algorithms,
purposed at attaining full rLFA coverage in every network by augmenting the network with
suitably chosen new links.

Seeking lower bounds is a recurring scheme in computer science. In our case, a properly
chosen worst-case graph, i.e., one over which the rLFA coverage either for link or node
failures is particularly poor, will exhibit the pathologic cases that should be avoided in the
network optimization phase. In line with this argumentation, I have extended the worst
case protection analysis for LFA coverage given in [C2] to rLFA. In particular, I sought
graphs G for which µLP(G) or µNP(G) is minimal.

Thesis 4. I have found that in certain unit cost networks remote LFA coverage can be as
low as 33% for single link failures, and 0% for single node failures. I have also proposed
heuristic algorithms to approximately solve the rLFA Graph Extension problem for both
single link and node failures. I have given extensive simulations indicating that in the case
of link protection on average 3.6 new links are enough to attain 100% rLFA coverage, in case
of node protection on average 4.05 links are necessary, while for extended node-protecting
rLFA this number is 3.3.

5.5.1 Link-protecting Case

First, I show how low the rLFA coverage could be in 2-edge-connected networks, then I
continue my analysis with 2-node-connected networks.

Thesis 4.1. [C2, J3] I have shown that for any k ≥ 1 there is a 2-edge-connected graph G
on n = 3k + 1 nodes with µ(G) = 1

3
.

As a proof, I show that the so called “4-propeller graph” (Pk, see Fig. 4(e)) attains this
limit. Thus, consider a propeller graph with k number of blades. One can see that the nodes

13



k

s a b c d

e f g h i

S(s)

(a) Grid on n = 2k
nodes

k

s a b c d

e f g h i

(b) Infinite grid on
n = 2k nodes

k

s a b c d

e f g h i
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Figure 4: Illustration topologies

on the pitch of the propeller blades have rLFAs to every destination except the neighbors,
since they are on an even cycle. Nodes on the side of the blades considered as sources
can only protect adjacent link failures if the nodes in the face of them are considered as
destinations. Finally, the node in the middle has Remote LFAs only for destination nodes
situated on the pitch of the blades. Thus, µ(G) = 1

3
.

Next, I turn to the lower bounds of 2-node-connected networks. The following thesis
concludes the results:

Thesis 4.2. [C2, J3] I have found that for any k > 2 there is a 2-node-connected graph G
on n = 2k nodes with µLP(G) = k−1

2k−1
< 0.5.

As a proof, I show that grids (Gk (see Fig. 4(a))) and complete bipartite graphs (Kk,k, see
Fig. 4(f)) attain this limit. In grids, every source-destination pair, where the destination is
the neighbor of the source, or the destination is situated on the same side (denoted by S(s)),
cannot be protected. It is easy to see, that every node is in a 4-cycle wherein neighbors
as destinations are not protectable and the shortest paths to every node on the same side
traverses one of the neighbors. Thus, such nodes are unprotected. Similar is the case for
Kk,k as well. Each destination, which is on the same side of the source is protected. However,
every other node that is the neighbor of the source, due to the property of bipartite graphs
that every cycle is even, cannot be protected either.

5.5.2 Node-protecting Case

In the following, I show that, contrary to link-protecting case where µLP(G) was lower
bounded by a constant, for the node-protecting case µNP(G) can become arbitrarily small,
and this can be attained even in a not so complicated network topology. As mentioned
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in Section 3, during my Remote LFA analysis the node protection between an arbitrary
neighboring node pair is considered as undefined. Therefore, I only took into account graphs
in which at least one non-adjacent node pair exists (i.e., non-complete graphs). Even in
these graphs, the question is only interesting when single node failures, at least theoretically,
can be repaired, so I had to focus only on 2-node-connected graphs.

The following thesis concludes the results:

Thesis 4.3. [J3] I have found that for any n ≥ 4, there is a 2-node-connected graph G on

n nodes with µNP(G) = 2(n−3)
n2−5n+6

≤ 4
n

.

Again, as a proof I show a particular graph on n nodes, hereafter denoted by Ln, that
attains this limit. An example for Ln for the case when n = 6 is depicted in Fig. 5. The

a

b

c

d

e

f

Figure 5: Worst-case graph for rLFANP on n = 6 nodes

main topological characteristic of Ln is that there is one node on the top with degree of
n− 1, there are two nodes with degree of 2, while the remaining n− 3 nodes have a degree
of 3. Correspondingly, the number of non-adjacent source-destination pairs is n2 − 5n+ 6.
One easily sees, in addition, that only those node pairs can be protected that are in opposite
in the 4-cycles. The number of such node pairs equals twice the number of 4-cycles in the
graph (i.e., n − 3), and therefore there are 2(n − 3) protected node pairs. Consequently,

we have µNP(Ln) = 2(n−3)
n2−5n+6

. Observe that, in the limit, this bound tends to zero, meaning
that in very large Ln graphs the fraction of rLFA node-protected source-destination pairs
diminishes.

I have established using numerical evaluations that these are indeed lower bounds for
every graph with n < 10, and I have conjectured that these are general lower bounds.

5.6 Remote LFA Graph Extension

As it was shown, there exist arbitrary large networks with particularly poor rLFA coverage.
Therefore, the question immediately arises what extent we need to intervene at the graph
topology to improve coverage to 100% in both link- and node-protecting cases. This problem
is important since (i) this would answer how “far” are poorly protected networks from
perfect rLFA failure coverage and (ii) would provide an easy way for operators to boost the
protection in their networks.
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Table 2: Brief results of Remote LFA Graph Extension for link-protecting case
Topology ηLP GrηLP µLP GrµLP ηNP GrηNP µNP GrµNP µeNP GreµNP

AS1221 0.833 1 0.833 1 0.083 3 0.083 1 0.083 1

AS1239 0.898 6 1 0 0.658 16 0.843 1 0.928 1

AS1755 0.889 4 1 0 0.704 7 0.912 1 1 0

AS3257 0.946 3 0.954 1 0.521 20 0.702 5 0.866 3

AS3967 0.864 7 0.969 1 0.715 10 0.896 2 0.994 1

AS6461 0.919 2 1 0 0.505 8 0.596 3 0.747 2

Abilene 0.56 6 0.833 1 0.608 3 0.725 2 0.872 1

AT&T 0.823 6 0.888 2 0.565 12 0.684 4 0.849 2

Deltacom 0.542 79 0.885 4 0.436 113 0.818 9 0.868 9

Geant 0.646 20 0.827 4 0.411 30 0.676 5 0.74 5

Germany 0.695 1 0.882 1 0.599 8 0.77 2 0.955 2

InternetMCI 0.877 3 0.888 2 0.558 9 0.837 3 0.916 1

Italy 0.784 12 0.951 2 0.574 24 0.839 3 0.926 2

5.6.1 Problem Formulation

I adapted the LFA Graph Extension problem from [27] to rLFA Graph Extension problem,
which asks for augmenting the network with a suitably chosen new link.

Definition 5.5. rLFAGraphExtensionLP (G): Given a graph G(V,E), find the smallest
subset F of the complement edge set E of G such that µLP(G(V,E ∪ F ) = 1.

Similarly, in the case of node protection this definition can be formalized as follows:

Definition 5.6. rLFAGraphExtensionNP (G): Given a graph G(V,E), find the smallest
subset F of the complement edge set E of G such that µNP(G(V,E ∪ F ) = 1.

5.6.2 Numerical Evaluation

Since all previously studied LFA network optimization problem turned out NP-complete and
so there were no viable optimal algorithms that could solve the problems in viable time,
I have immediately turned to approximation algorithms in this case as well. I have defined a
family of heuristics to solve rLFAGraphExtensionLP (G) and rLFAGraphExtensionNP (G),
respectively, which implement a greedy approach and simulated annealing based methods
as well. In all cases, however, the greedy method produced the best results. Furthermore,
since extended P-space cannot guarantee full protection against single node failures, I have
taken into account this option as well.

The following thesis concludes the results:

Thesis 4.4. [C2, J3] I have developed a family of fast and efficient heuristics for solving
rLFAGraphExtension(G) problems. By extensive numerical evaluations, I have found that
for more than 50% of the examined unit cost networks only 2 new links are needed to attain
100% rLFALP coverage, and on average the number of new links is only 3.6. In the node-
protecting case, on average 4.05 additional links are necessary, which drops to 3.3 in case
of using extended rLFA.

Succinct results can be found in Table 2. For the link-protecting case, ηLP is the initial
link-protecting LFA coverage, GrηLP

denotes the number of new links added by the LFA
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Graph Extension algorithm to reach 100% link-protecting LFA coverage. µLP is the initial
link-protecting rLFA coverage, GrµLP

marks the results of the rLFA Graph Extension al-
gorithm. For the node-protecting case, ηNP and µNP are the initial node-protecting LFA
coverage and rLFA coverage, respectively; while column GrηNP

and GrµNP
mark the number

of new links added by the LFA Graph Extension algorithm and rLFA Graph Extension al-
gorithm, respectively. The last two columns cover the node-protecting case, where extended
rLFA was also considered.

The first observation is that there were some networks that were fully protected with
link-protecting rLFA right away, even without the need of any graph extension. Second,
the number of links that have to be added to reach full coverage with link-protecting rLFA
is much less than when only simple LFA capable routers are present. Analogously, in case
of node protection much less additional link are needed for 100% rLFA coverage than when
only simple node-protecting LFAs are only available. The results indicate that for more
that 50% of the networks only 2 new links are necessary to attain 100% link-protecting
rLFA coverage, and on average the number of new links is only 3.6, while in case of simple
LFA this number is 14.5. In case of node-protection, if extended rLFA is considered then
on average only 3.3 new links are necessary to reach 100% rLFA coverage. Note that this
number is nut much greater (4.05) in case of plain rLFA.

6 Application of Results

I believe that my results may have a significant impact not just in an academic setting but
for the industry as well. I hope that my results may contribute to the general understanding
of the failure case coverage provided by LFAs, and may help hesitating network operators
to reach a verdict of using any of the available approaches. In particular, my research in
LFA based optimization was conducted with Ericsson Research, Hungary, TrafficLab as
an industrial partner, and my optimization algorithms were implemented and used in an
internal application with graphical user interface in which network operators can analyze
and optimize their network(s).

Regarding my Remote LFA analysis, I have been in contact with the IETF to make
Remote LFA draft as an RFC. My alternative definitions of P-,Q- and extended P-spaces
in terms of costs (Eq. 3, Eq. 4 and Eq. 5) provided an easier understanding whether a node
is an rLFA or not4, since the basic loop-free conditions of simple LFA [3] were also defined
in terms of costs. Moreover, I believe that analyzing Remote LFA first in the literature and
showing its advantages and network optimization approaches will give an increasing push
on service providers to operate the Internet without any interruption and indeed win the
trust of most of the potential users.

4http://tools.ietf.org/html/draft-ietf-rtgwg-remote-lfa-06#page-25
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[7] L. Csikor, M. Nagy, and G. Rétvári. Network optimization techniques for improving
fast IP-level resilience with Loop-Free Alternates. Infocommunications Journal, 3(4):2–
10, 2011.
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